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TECHNICALMEMORANDUM

The Internetconsistsof nearly 12,000autonomousystemgAS’s) that exchangerouting informationusingthe
Border Gatavay Protocol (BGP). The operatorsof eachnetwork needto have control over the flow of traffic
throughthe AS. However, BGPdoesnotfacilitatecommorntraffic engineerindasks suchasbalancingoadacross
multiple links to a neighboringAS or directingtraffic to a differentneighbor Solvingtheseproblemsis difficult
becausehe numberof possiblechangedo routing policiesis too largeto exhaustiely testall possibilities,some
changesn routing policy canhave an unpredictablesffect on the flow of traffic, andthe BGP decisionprocess
implementecdby router vendorslimits an operators control over path selection. In this paper we demonstrate
thatit is possibleto predictablymodelthe changesn traffic flowsin responseéo BGP policy changesgiventhat
policiesare adaptedin a certainfashion Basedon analysisof routing tablesandtraffic measurementsom the
AT&T backbonewe shav that operatorscan control the scaleof the traffic engineeringoroblemby focusing
on the smallfraction of destinationprefixes(andsetsof relatedprefixes)responsibldor the majority of traffic.
Furthermorethey canmalke the effectsof their changesnorepredictableby following specificpolicy guidelines
andselectingconfigurationoptionsthatmake the BGP decisionprocessleterministic.This allows anoperatorto
gainmorecontrolover network traffic within the existingBGP framewvork.

1 Intr oduction

Operatinga large IP backboneequirescontinuousattentionto the distribution of traffic over the network. Equipmentfailures
andchangesn routing policiesin neighboringdomainscantriggersuddershiftsin the flow of traffic. Flashcrowds causedy
specialeventsandpopularnew applicationscanalsocausesignificantchangesn theloadonthe network. Network failuresand
traffic fluctuationsdegradeuserperformanceandleadto inefficient useof network resourcesdy leadingto unstablenetwork
pathsand unpredictableound-triptimes [t . Network operatorsadaptto changesn the distribution of traffic by adjusting
the configurationof the routing protocolsrunningon their routers. Additionally, the addition of new routersandlinks to the
network oftenrequireschangesn routing configuration.Developingeffective techniquedor adaptingroutesto the prevailing
traffic andtopologyhasbeenanactive areaof researctandstandardsctivity duringthepastfew yeard2-61 . Previouswork has
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focusedon Interior Gatevay ProtocolIGPs),suchasOSPFEIS-IS,andMPLS, which controltheflow of traffic within asingle
administratve domain. However, mosttraffic in a large backbonenetwork traversesmultiple domains,making interdomain
routinganimportantpartof traffic engineeringln this paper we addresshe challenge®f usinginterdomainrouting policies
to controltheflow of traffic in anefficientandpredictablemanner

The Internetconsistof nearly12,000autonomousystemgAS’s), wherean AS is a collectionof routersandlinks admin-
isteredby aninstitution, suchasa compaty, university, or Internetserviceprovider (ISP). NeighboringAS’s usethe Border
Gatavay Protocol (BGP) to exchangerouting informationto provide end-to-endconnectvity betweenhostsin differentdo-
mainsl’-9l . EachBGP adwertisemenannounceseachabilityto a prefix thatrepresents block of IP addressesEachadwer-
tisementincludesa list of the AS’s in the pathto that prefix, aswell asa numberof otherattributes. The routersin eachAS
applylocal routing policiesthatmanipulatehe attributesassociatedvith theseadwertisementsin this way, network operators
useroutingpolicy to influencethe selectiorof thebestroutefor a particularprefixandto decidewhetherto propagatehis route
to neighboringAS’s. BGP differs from IGPsthat selectpathsbasedon link metrics,suchas staticweightsor dynamicload
information,becausBGP adwertisementsio not explicitly corvey arny informationaboutthe resourceavailability on a path.
In addition,BGP routing policiesarecomplex andaredeterminecy a variety of factors,suchasthe commerciarelationships
with neighboringAS’s [10] | Despitethe constraintghat BGPimposeson making“intelligent” routing decisionsmoving to a
radically differentinterdomainrouting paradigmwould be extremelydifficult in practice.Thus,ratherthanproposingchanges
or extensiongo BGPR, we investigatevaysto supporttraffic engineeringvithin the existingBGP framawvork.

Operatorsnfluencetheflow of traffic acrossan AS indirectly by tuningthe routing policiesthataffect the selectionof the
bestpathfor a destinatiorprefix. Choosingthe appropriateconfigurationis difficult sinceit depend®n the network topology
(the connectvity betweerthe routersandthe capacityof the links, aswell asthe associatiorof the edgelinks with particular
neighboringAS’s), the BGP adwertisementérom neighboringAS’s, andthe currenttraffic patterns.In our work, we focuson
theimpactof BGP policieson theflow of traffic leavingthe network at the egresspointsthatconnecto neighboringdomains.
For example,an operatorcandirect certaintraffic to a differentnext-hop AS by selectingBGP policiesthat assigna higher
preferencdo adwertisementsrom that AS. Alternatively, an operatormay directtraffic to a differentegresspoint to the same
next-hop AS to exploit a new link of highercapacity Sometraffic engineeringasksnecessitatehangego how traffic entes
the network. However, we believe that controlling how traffic entersthe network in a predictableway requirescoordination
with neighboringdomains.Ourtechniquegor controllingoutboundraffic canbeappliedby the neighboringAS’sto influence
how traffic entersthe network.

Network operatorsaadjustBGP policiesandIGP weightsto achieve someperformancebjective, suchasbalancedink load
or boundedpropagatiordelayon eachpath. Previous work on optimizingintradomainrouting hasfocusedon minimizing the
utilization of themostheavily-loadedlink in the network or minimizing theweightedsumof somefunctionof theloadon each
link. To captureall of the costsassociatedvith assigningraffic flows to links, an objective function shouldalsoincorporate
other constraints,suchas the needto have a relatively even exchangeof traffic to and from particularneighborAS’s. In
practice,optimizing the configurationof the IGP parameterss computationallychallenging(!l . Allowing changeso BGP
policiesintroducessignificantlymore complexity to the optimizationproblemfor threereasons.First, routervendorsoffer a
wide arrayof configuratiorcommandshatprovide network operatorsignificantflexibility in specifyingBGP policies.Second,
the selectionof the bestpathfor eachprefix dependsiot only onthelocal routing policiesbut alsoon the adwertisementsent
by neighboringdomains.Third, changingthe BGP policy in one AS may alterthe adwertisementgropagatedo neighboring
domainswhich mayinadwertentlyaffecthow traffic entershe AS, makingtheinboundtraffic patterndesspredictable.

We proposeseveralwaysto scopehe BGPtraffic engineeringproblem basednouranalysisof routingandtraffic datafrom
alargeoperationahetwork. Section2 presentanoverview of BGPfrom theviewpointof anetwork operatoranddescribeshe
stepsinvolvedin choosingthe bestroutefor eachdestinatiorprefix. In Section3, we describehow to decoupleheinfluence
of BGP policiesandIGP parameter®n the pathselectionprocess.We proposea simple network-wide representatiomf the
BGP adwertisementsaand describehow to gleanthis information from BGP routing tables. Additionally, we presenta set
of principlesfor ensuringthat changesn BGP policy have a predictableimpacton the flow of traffic without introducing
significantinstability into the network. Section4 analyzegouting tablesandflow-level traffic measurementsom the AT&T
IP backboneo identify effective techniquedor adaptingBGP routing policiesto the prevailing traffic. Section5 presentsa
summaryof the paperanddiscussepossibleavenuedor future work on interdomaintraffic engineeringwithin the context of
BGP
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2 Border GatewayProtocol

In this section,we presentanovervien of BGP andthe attributesassociateavith BGP adwertisementsWe thendescribehow
arouterselectsa bestpathfor eachblock of IP addressewhenconstructinga forwardingtable.

2.1 BGP Protocol

Internetrouting operatesat the level of addressblocks, or prefixes. Eachprefix consistsof a 32-bit addressand a mask
length; for example,192.0.2.0/24 consistsof 256 addressesangingfrom 192.0.2.0 to 192.0.2.255. An IP routerconstructs
aforwardingtablethatis usedto selectthe outputinterfacefor eachincoming paclet, basedon the longest-matchingprefix

for that destinationaddress.Routersin differentAS’s useBGP to exchangeupdatemessageabouthow to reachdifferent
destinatiorprefixes. A routersendsanannouncemertb notify its neighborof a new routeto the destinatiorprefix andsends
awithdrawal to revoke the routewhenit is no longeravailable. Eachadwertisementncludesa numberof attributesaboutthe

route,includingthelist of AS’s alongthe pathto thedestinatiorprefix. Beforeacceptinganadwertisementthereceving router
checkdor thepresencef its own AS numberin the AS pathto detectandremove routingloops.

A routermayreceve routesfor the destinatiorprefix from multiple neighboringAS’s. Therouterappliesimport policiesto
filter unwantedroutesandto manipulatetheattributesof theremainingroutes.Ultimately, therouterinvokesadecisionprocess
to selectexactly one“best” routefor eachdestinatiomprefixamongall theroutesit hears.Therouterthenappliesexportpolicies
to manipulateattributesanddecidewhetherto adwertisetherouteto neighboringAS’s. Routervendorsprovide alarge number
of configurationcommandgor composingthe import and export policies. In additionto exchangingBGP messagesvith
neighboringdomains,an AS may useinternalBGP (iBGP) to distribute routing informationamongsits routers. Ultimately,
every routermustselecta single bestroutefor eachprefix amongthe adwvertisementgrom the variouseBGP (externalBGP)
andiBGP neighbors.

BGP adwertisementsanincludenumerousattributest®l | including:

e ASpath The AS pathidentifiesthelist of AS’s enrouteto the origin AS responsibldor the destinatiorprefix.

¢ Next hop: Thenext hopis theIP addres®f the borderrouterassociatedvith the path. The IGP dictateshow therouter
would directtraffic towardthategresspoint.

¢ Origin type: Theorigin typeidentifieshow the origin AS learnedaboutthe route—withinthe AS (e.g.,staticconfigura-
tion), EGP (a now-defunctdistance-ectorprotocol),or injection from anothermrouting protocol. Theseorigin typesare
known asIGP, EGR andINCOMPLETE.

¢ Multiple exit discriminator: A BGP adwertisementmay alsoincludea multiple exit discriminator(MED) to encourage
therecipientto pick a particularexit pointfor sendingtraffic to theneighboringAS.

e Local prefeence: An iBGP messagenay include a local preferenceattribute to aid the recipientin rankingthe paths
learnedrom differentroutersin the AS.

¢ Community:The communityattribute providesa genericmechanisnfor taggingroutesto aid in specifyingandapplying
routing policies. For example,an AS might assigndifferentcommunityvaluesto a pathdependingon whetherit was
learnedrom a customeror a peer

Theseattributesplay animportrole in the BGP decisionprocessasdiscussedn the next subsection.

2.2 Path Selection

A BGP-speakingoutermay learn multiple pathsto the samedestinationprefix from eBGPandiBGP neighbors. Although
the selectionof a bestpathdepend®n the attributesin the BGP updatemessageghe completedetailsof the decisionprocess

1Thesimplestway to corvey routinginformationthroughouthe backbonas to have aniBGP sessiorbetweereachpair of routers(i.e., afull iBGP mesh).
However, the full-meshapproachintroducesconsiderableverheadn alarge backbonenetwork. Instead,alarge AS may emplo/ techniquesuchasroute

reflectorsor confederationso distribute BGPadvertisementsn a hierarchicafashion(8] .
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Figurel: Flow of traffic from ingressroutersto the egresdinks

are not part of the protocol specification. Neverthelessyouter vendorsadhereto a de facto standard12-14l to facilitate
interoperabilitybetweendifferent products. First, certainroutesare excludedfrom consideration.This includesthe routes
removedduringimportprocessinde.g.,by aroutefilter or dueto loop detectionlandroutesthathave anunreachabl@ext hop.
Then,therouterappliesa sequencef stepsto narrown the setof candidateoutesto a singlechoice,asfollows:

1. Highestlocal prefelence Prefera routewith the highestlocal preferencewherelocal preferencds assignedy the
import policy andis corveyedvia iBGP.

2. ShortestASpath: Preferaroutewith the shortestAS pathlength,ascorveyedin the BGP adwertisement.

3. Lowestorigin type: Preferaroutewith thelowestorigin type (IGP is preferableéo EGPwhich is preferableco INCOM-
PLETE),ascorveyedin the BGP adwertisemenbr resetby theimport policy.

4. LowestMED: For routeswith the samenext-hop AS, prefera routewith the smallestMED value,as conveyedin the
BGP adwertisemenbr resetby theimport policy.

5. eBGPoveriBGP: PreferaroutelearnedviaeBGPoverroutedearnedviaiBGP, sinceleaving theAS directlyis preferable
to forwardingtraffic throughthe AS to anotherouter

6. LowestIGP metric. Prefera routewith the smallestintradomain(Interior Gatavay Protocol)metric to reachthe next
hop, sincethis enablesachrouterto selectits “closest”exit point.

7. Oldestroute Prefertheroutethatwasrecevedearliest,sincethis routeis morelikely to bestable.

8. Lowestrouterid: Prefertheroutelearnedrom arouterwith thelowestrouteridentifier, ascorveyedduringestablishment
of theBGPsession.

Most routervendorshave configurationoptionsfor disablingone or more of thesesteps;somevendorsalsohave supportfor
additionalsteps.

The constructionof the forwardingtable at eachrouter dependsn the complex interactionof BGP routing policies, the
distribution of updatemessagesia iBGP, andthe IGP parameters.Over time, eachrouter receves eBGP messagefrom
neighboringdomainsandiBGP messagefor the bestroutesseenat otherroutersin the AS. In the meantimetheroutersalso
participatein anIGP thataffectstheir selectionof the bestpath,aswell astheroutethroughthe domainto reachthe BGP next
hop. Figurel shows a collectionof routersthat selectdifferentroutestoward a destinatiorprefix reachablevia AS’s A andB.
Eachrouterselectsa routewith the “closest” egresspoint, basedon the IGP weights(in step6 of the BGP decisionprocess).
Modeling the impactof interdomainrouting on the flow of traffic in the network requiresa way to separatehe rolesof BGP
policiesandIGP parameterf the constructiorof theforwardingtable. It alsorequiresaway to capturehow theasynchronous
exchangeof eBGPandiBGP messageaffectsthe selectionof the bestpathat eachrouter
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Figure2: Modelingtheimpactof BGP policiesandIGP weightson theflow of traffic

3 Modeling BGP Routing Choices

Theselectionof thebestrouteto adestinatiorprefixdependonthe BGP adwertisementsheimport policies,the IGP weights,
andthe BGP decisionprocess.The distributed,asynchronousatureof the routing protocolsmalkesit difficult to predicthow
changedn BGP import policies affect the flow of traffic. In this section,we first presenta deterministicrepresentatiorof
the BGP routing choicesfor eachdestinationprefix. This network-wide representatiomccountdor the vagariesof the BGP
decisionprocessandtheinterplaybetweerBGP andIGP. Next, we describehow to populatethis representatiofrom the BGP
routingtablesavailablein anoperationahetwork. Then,we outlinekey assumptionandprinciplesunderlyingthe application
of theroutingmodelin Figure2.

3.1 Network-W ide Representationof BGP Routing Choices

Predictingthe impactof configurationchangeson the flow of traffic requiresan accuratemodel of the interactionof BGP
policiesandIGP weightsover a distributedcollectionof routers.The IGP parameterinfluencel P routingin two mainways—
by affecting the BGP decisionprocesgin step6) andby determiningthe pathsbetweenthe routerswithin the AS. The first

boxin Figure?2 isolatesthe portionsof the BGP decisionprocesghatdo notdependn the IGP weights. This box captureghe
selectionof the bestrouteslearnedfrom neighboringdomains. For eachdestinationprefix, this producesa setof bestroutes
(andtheassociatedgresdinks), wherethefinal selectionof a bestpathmayvary at differentroutersinsidethe AS, asshovn

in Figurel. The secondbox captureghe selectionof the closestegresspoint, basedon the IGP costandthefinal tie-breaking
stepy(steps6-8) for eachrouterin the domain.This box alsoidentifiesthe IGP path(s)associatedvith the minimumcost. This

determinesow traffic thatentersat a particularingresspoint travelsto a certainegresspoint enrouteto the destinatiorprefix.

By combiningthis informationwith traffic measurementsom theingresspoints,themodelin Figure2 canbe usedto predict
how a changan import policiesand/orlGP weightswould influencethe volumeof traffic on eachlink in the network.

Previousresearchon intradomaintraffic engineeringhasshawvn how to computethe shortespathfrom aningresspointto
asetof egresslinks basedon thetopologyandthe IGP weights(®! . This providesthe basisfor the secondnodulein Figure?2.
Ourwork focuseson the first module,with anemphasisn (i) how to representherouting choicesand(ii) how to ensurethat
changesn import policieshave a predictableinfluenceon the flow of traffic. As outlinedin Section2.2, the bestroute for
a particularprefix is determinedby applyingimport policiesto a sequencef BGP updatesand applyingthe BGP decision
procesgo determinethe bestroutes. In reality, the processof selectingthe bestroute for eachrouteris asynchronousind
distributed. Ratherthan simulatingthe exchangeof BGP messagethroughoutthe network, we proposea static, centralized
representationf therouting choicesandthe BGP decisionprocessThis enablesa network operatotto predicttheinfluenceof
changesn BGPimport policies,basedon a snapshobf the currentsetof adwertisementsecevedfrom neighboringdomains.
In therestof this subsectionywe proposea simplerepresentationf therouting choices.

An effective representationf the routing choicesin Figure 2 shouldcapturethe key BGP attributesthat affect the flow of
traffic. Routerconfigurationlanguagegprovide considerabldlexibility in specifyingimport policies. Someaspectof import
policy, suchasroutefiltering, do not relatedirectly to traffic engineeringln addition,somestepsin the BGP decisionprocess
dependon BGP attributesthat arelargely beyond the control of the network operator For example,AS pathlength(step2)
depend®n the BGP adwertisemenasheardfrom a neighbor andthe eBGP/iBGPdistinction(step5) dependon whetherthe
BGP neighborthat sendghe adwertisements within the AS or not. Thelaterstagesn the decisionprocesgsteps6—8)do not
relatedirectly to BGPimportpolicy. Theimportpolicy impactsthedecisionprocesgrimarily by settinglocal preferencdstep
1), acceptingor resettingthe origin type (step3), andacceptingor resettingMEDSs (step4). Local preferencenffersthe most
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Figure3: Representationf routing choicesfor a destinatiorprefix

flexibility, sincethis attribute affectsthefirst stagein the decisionprocessaindbecauseonfigurationanguagesillow operators
to assignlocal preferencen a variety of ways. For example,network operatorcanassignlocal preferencéasedon aregular
expressiormatchonthe AS pathassociateavith eachrouteadvertisement.

Most of thestepsn theBGP decisionprocesslependn eitherBGPimportpolicy or IGP weights,exceptfor thestepbased
on AS pathlength. This stepin the decisionprocesdorcesall of the bestpathsin the setof egresspointsfor a given prefix
to have the sameAS pathlength. Bestpathsof differentlengthscannotcoexist’. Hence,we group the route advertisements
basedon ASpathlengthin orderto createsetsof possiblebestroutesto a particulardestinatiorprefix. Supposehe AS learns
asetof pathsP; to destinatiorprefix d from neighboringAS’s. For a pathp € P, let |p| representhe AS pathlength. A path
p € Py of length|p| = [ is not selectedasa bestpathunlessall pathswith shorterlengthhave beenassigneda lower local
preferencevalue. Within the setpathsof lengthl, we group advertisementby therouterr(p) thatrecevedthe adwertisement
from aneighboringAS. The BGP decisionprocessequiresachrouterto selecta singlebestpath,evenif multiple routeshave
thesameAS pathlength.If arouterlearnsmultiple routeswith the sameAS pathlength,we order theseroutesby theidentifier
of theneighboringrouter, sincethis determinesiow therouterwould breakartie in step8 of the decisionprocess.

For example,supposean AS hasthreerouters—, r», andrs—thathave eBGPsessionsvith neighboringAS'’s. Suppose
eachrouterlearnstenroutesp,, ps, - - . , p1o t0 oneparticular prefixwith threedifferentAS pathlengths.We grouptheseroutes
into setsasshawn in Figure 3. For a single prefix, eachrouterhasone path of length 1, representinga possibleegressset
(p1, p2, p3) of bestpathsfor this destinatiorprefix. Dependingonthelocal preferenceMED, andorigin type, the actualsetof
bestroutesto that prefix may be a subsenf (p1, p2, ps). For example,animport policy thatassignsa low local preferenceo
p1 would reducethe setof bestroutesto (p2, p3). In the casewherewe uselocal preferenceo force a routerto selectits best
routefrom routeswhere|l| = 2, routerr, hastwo routesof length2 (ps andps;); ultimately, ro mustselectat mostoneof these
two routesasits “best” routefor thatprefix andpathlength.

Effectively, the local preferenceassignedn the import policy determinesvhich row in Figure 3 contributesroutesto the
egressset. Then,the local preferenceprigin type, MED, androuteridentifier determinewhich entriesin this row actually
appearin the egressset. Ultimately, eachprefix is associatedvith bestroutes(and associateegresslinks) at one or more
routers. This egresssetrepresentshe outcomeof thefirst five stepsof the BGP decisionprocessat eachof the routersin the
network. The egresssetsenesastheinputto the seconcboxin Figure2. Thedecisionthateachroutermalkesfor its bestroute
depend®n its view of the IGP costs(step6) and,if necessarythe identifierof the routerresponsibldor adwertisingtheroute
(step8). Thesedater stagesn thedecisionprocesanbe emulatecby computingthe IGP pathcostsbasedon a network-wide
view of thetopologyandtheintradomainrouting configuration ascapturedn the secondnoduleof Figure2. Combiningthe
BGP andintradomainrouting models,a network operatorcan predicthow traffic for a given destinationprefix would travel
from a particularentry pointthroughthe network to a singleegresspoint.

3.2 Populating the Model From BGP Routing Tables

Ideally, thenetwork operatomwould have acomplete up-to-datesnapshotf all of theBGPupdatedieardrom eBGPneighbors.
Thiswould enablethe operatorto determinepreciselyhow a changean import policieswould affectthe routingdecisionmade
by eachrouter However, acquiringatimely view of all of theBGP updatemessagem the network maybe difficult in practice.
Somerouterscanbe configuredo provide acontinuougeedof all of theroutes pothbestandalternatepaths asthey arrive [1°]

, but thisfeatureis notuniversallyavailable. An alternateapproactis to extractthe setof pathsfrom the BGProutingtable(the
RoutingInformationBase)from eachrouterat the edgeof thenetwork. A simplescriptcantelnetor sshto eachrouterto apply
acommandsuchas“show ip bgp” in CiscolOS parlanceto dumpthe currentroutingtable. Figure4 shovs anexampleline

in a BGP routingtable. The entrylists a singleroutefor prefix 38.138.55.0/24hatwaslearnedvia iBGP (the “i” beforethe
prefix) andhasa next-hopIP addres®f 192.168.0.10Theroutingtableentryincludesotherattributessuchasthe MED value
(2130),local preferencg100),AS path(1 70117031),andtheorigin type (“i” for IGP). The“>" symbolindicatesthatthisis

therouter’s “best” routefor this prefix.

2Later, in Section4.3,we proposean effective way to relaxthis restriction.
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Net wor k Next Hop Metric LocPrf Weight Path
*>j 38. 138. 55. 0/ 24 192.168. 0. 10 2130 100 0 1 701 17031 i

Figure4: ExampleBGProutingtableentryfor prefix 38.138.55.0/24

Extractingthe pathsfrom routingtabledumpshastwo mainlimitationsregardingthe quality of thedata. Thefirst limitation
concernghe accuracy of the routing table data. Dumpingthe entire routing table imposesa load on the router making it
impracticalto collectroutingtablesvery frequently In fact, sincerouting tabledumpsdo not occurinstantaneous|ythe state
of the tablemay changeduring the dumpitself; mostrouterimplementationsvoid this problemby deferringchangesn the
routingtableuntil thedumpis complete.Tablescollectedfrom differentroutersmay not representhe exactsamemomentin
time, resultingin occasionalnconsistencies the network-wide view of the routing choices.The significanceof theseissues
dependn how oftenrouting changeoccurrelative to the frequeng of therouting tabledumps.Giventhatmary routesare
stablefor daysor weeksat a time [16] | this may not be a major concern.In the long term, though,augmentingouting table
datawith live feedsof BGP updatesvould helpimprovetheaccurag of thedata.

The secondimitation concernghe completenessf the data. The routingtablerepresentshe collectionof routesafter the
import policieshave beenapplied. Hence thetabledoesnotincludeary routesfiltered by theimport policy. Sincewe do not
try to modelchangesn thefiltering policy, thisis notasignificantimitation. Eachroutingtableentryincludesattributessuchas
local preferenceMED, andorigin typeafter manipulationby the existingimport policy. This doesnot precludeexperimenting
with differentimport policiesthatchangeheassignmenof local preferencer origin type,or thatresethe MED value.Finally,
routing tableentriessuchasFigure4 do not includethe communitiesncludedin the BGP adwertisement.As such,the BGP
tablesobtainedby suchmethodsare not usefulfor experimentingwith import policies basedon communities. Instead,we
focusour attentionon policies that setthe local preferenceand origin type attributesbasedon the prefix andthe AS path.
Despitetheseshortcomingsrouting tabledumpsprovide a view of the network thatis accurateenoughto derive areasonable
representatioof routingchoices.

We collectedBGP routing tabledumpsfrom routersthatconnecthe AT&T IP Backboneo its peersandparseceachtable
to extracttheroutefor eachprefix, focusingon the next-hop IP addressMED value,and AS pathattributes. For eachtable,
we focusedon therouteslearnedvia eBGPandignoredtheroutesthatwerepropagatedrom otherroutersvia iBGP. To focus
on routesthat usethe peeringlinks, we excludedprefixesthatarereachedlirectly by connectiongo customerf the AT&T
backboneModificationsto import policiesfor traffic engineeringon peeringlinks shouldnot compromisehelocal preference
assignedo customeroutes. Supposea prefix hasrouteslearnedfrom both customersandpeers.If the customeroutehasa
high local preferencethenwe do notincludeary of the routesfor this prefixin our analysis sincetraffic to this prefix should
travel via the customedink(s) ratherthanpeeringlinks. On the otherhand,if the customerroutehhasa low local preference
(indicative of a backuproute),thenwe includethe routeslearnedfrom peers,sincetraffic to this prefix shouldtravel via the
peerlink(s) ratherthanthe custometinks.

3.3 Operating Guidelines

Modeling the influenceof import policy on path selectionaddressesnly part of the BGP traffic engineeringproblem. The
network operatormustselectthe import policiesfrom a wide array of configurationoptions. BGP is a policy-basedrouting
protocolthat providesnetwork operatorswith a greatdealof flexibility in matchingandassigningthe attributesin the adver
tisementmessaged-owever, this flexibility permitsanoperatorto make ineffectualor evenharmfulchangesn anattemptto
shift traffic from onepathto another This sectionidentifiesseveralprinciplesto helpa network operatorexert effective control
over the flow of traffic. Thefirst threeissuesaddresghe predictabilityof changesn traffic flow asa resultof adjustmentgo
import policy:

First, the setof BGP advertisementgom neighbos shouldberelativelystable Predictingtheinfluenceof policy changes
depend®n knowing the setof adwertisementannouncedy the neighboringAS’s. Frequenthangesn theseadwertisements
male it difficult to apply the predictionsof the modelto the operationahetwork. The instability of BGP adwertisementhas
beenasubjectof concerrin recentyeard!8.191 | Thesestudiesdentifiedvendorimplementatiordecisionghatcontrituteto the
high volume of BGP updatemessagesThis hasled to changesn BGP implementationshat have helpedreducethe number
of updatemessagesHowever, routing changesstill occurfor a variety of reasonsjncluding equipmentfailures,resetBGP

3If “soft reconfiguration’is enabled 7] , it is possibleto dumpthe routesasthey appearprior to import processingFor example,CiscolOS includesa
“show ip bgpreceved-routes’commandor this purpose.
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sessionsandconfigurationchangesDespitethe large numberof BGP updatemessagesnostroutesarestablefor weeksat a
time[16] . In ourwork, we assumehatmosttraffic travelson routesthatarestableon thetimescaleof hours.In fact,themodel
in Figure2 canbeusedto evaluatetheimpactof changesn the BGP adwertisement®n theflow of traffic throughthe network,
makingthe modelusefulevenwhentheassumptionareviolated.

Secondthe BGP decisionprocessshouldbe deterministic In our framework, we apply candidateBGP import policiesto
the setof adwertisementsecevedfrom BGP neighborg(i.e., the“routing choices”).Any dependencentheorderor timing of
thesemessagemakesthe selectionof the bestpathdifficult to predict. The BGP decisionprocessutlinedin Section2.2 has
two potentialsourceof non-determinism—irsteps4 and?. In step4, the comparisorof MEDs appliesonly to pathslearned
from the samenext-hop AS. This canmalke the selectionof the bestpathdependenon the order of the comparisorbetween
paths,asillustratedby an examplein [20] .| Routervendorsrecommendenablinga configurationoption (“bgp deterministic-
med”) for deterministicpath selectionin the presenceof MEDs. In step7, the routerfavors the leastrecentlylearnedpath,
which makesthe decisionprocesgdependon the arrival orderof the adwertisementsDisablingthis stepforcesa deterministic
tie-breakingprocessasedon the routeridentifier (step8)*. Our methodologyassumeshateachrouterenablegleterministic
MED comparisoranddisablesstep? of thedecisionprocess.

Third, policy changesshouldnot havean unpredictableimpacton howandwhete traffic entess the AS Changego import
policy areintendedto influencehow traffic exits the AS. However, a changein import policy may causeoneor morerouters
to adwertisea new bestpathto downstreamdomains.Dependingon the import policies of downstreanmeighborsthis could
changetheir routing decisionsand, in turn, alter whetherand wheretraffic entes the network. This suggestghat small,
incrementamodificationgo theimport policiesarepreferableo large,network-wide changesFor example anoperatomight
try to move a portion of the traffic on a congestedeeringlink to a less-congestefeeringlink. This reducegsheimpacton
downstreancustomersandallows the operatorto obsene the influenceon the flow of traffic beforemakingadditionalpolicy
changes.In addition, certaintypesof policy changesarelesslikely to influencethe routing choicesof neighboringdomains.
For example,moving traffic betweentwo routeswith the sameAS path (but differentegresslinks) doesnot changethe BGP
attributesof theroutesadwertisedto otherneighbors We studythis issuein moredetailin Sectior4.2.

Additionally, changingBGP import policies basedon the modelin Figure 2 requirescareful consideratiorof potentially
broadeffects on the operationalnetwork. Taking this into considerationa network operatorshouldabideby the following
principles:

First, tuning the import policy shouldnot introducesignificantoverhead. A routerappliesthe import policy to filter and
manipulateadwertisementssthey arrive aspartof constructingheRoutingInformationBase(RIB). In theworstcaseapplying
a new import policy would requirethe routerto resetthe sessiorwith the BGP neighborin orderto receve a freshcopy of
the adwertisemenimessagesThis would introducesubstantiabverheadon both routersand would causetemporaryrouting
instability that could spreadto other partsof the Internet. To avoid this problem,network operatorgypically configurethe
routersto storea local copy of eachreceved adwertisement.Enablingthe “soft reconfiguration"featureon inboundroutes
allows the routerto applythe newv import policy without disruptingthe BGP sessiorto the neighborl7] . We assumehatthis
featureis enabledon the BGP-speakingoutersin the AS. Still, applyingthe new import policy doesincur anoverheacdbn the
routerandmaytriggerthe selectionof a new bestpathfor someprefixes;therouter, in turn, may needto adwertisethesenew
pathsto its other BGP neighbors. As a result, network operatorsshouldminimize the frequeng of policy changesaandthe
numberof prefixesaffected.

Second traffic engineeringactionsshouldnot alter the relationshipwith the neighboringAS’s. Somechangedo import
policy fall beyondthe scopeof traffic engineering.For example,supposdhatan AS hasanagreemento acceptMEDs from
a neighbor Changingthe import policy to resetthe MEDs, or usinga filter or local preferenceo alter the selectionof the
egresspoint, would violate this agreementSimilarly, network operationgpracticesor agreementwith neighborsoftenimpose
constrainton therelative preferencef routeslearnedfrom customerspeers,andproviders. For example,network operators
typically preferrouteslearnedfrom downstreamcustomersover routeslearnedfrom peersand upstreamproviders[10.22] |
Alternatively, a customermay requestthat a path be treatedas a backuproute by giving preferenceto other paths. These
constraintscan be obeyed by defining a distinct range of local preferencevaluesfor eachclassof routesand by requiring
theimport policiesto adhereto theserestrictions.Finally, the relationshipwith a neighboringAS mayimposerestrictionson
the volume of traffic exchangedn eachdirections. Certainchangesn routing policy may violate theseagreementsin fact,
our modelcanbe usedto detectwhena proposedthangein import policy might leadto violationsof traffic agreementsvith
neighboringdomains.

40therBGPfeaturessuchasrouteflap damping[21] , canhelpavoid repeatechdwertisementindselectionof unstablepaths.
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4 Guidelinesfor BGP Traffic Engineering

Ourroutingmodelin Figure?2 predictshow changesn import policiesaffect how traffic flows throughthe network. However,
thenumberof possiblepolicy changess extremelylarge,andthe BGP decisionprocessmposedimitationson how a network
operatorcancontrolthe flow of traffic. In this section,we analyzeroutingandtraffic datato identify practicalapproachegor
tuningimport policiesto the prevailing traffic patternsSpecifically we:

e considemwaysto scopethe problemby focusingon a smallnumberof prefixes,or groupsof relatedprefixes,

¢ evaluatevarious techniquesfor shifting traffic betweendifferent egresslinks, eitherto the sameneighboringAS or
betweerlinks to differentneighbors,

¢ shaov how a network operatorcanredirecttraffic while limiting the influenceon the routing decisionsin neighboring
domainsand

e proposewaysto incorporateAS pathlengthinto the BGP decisionprocesswithoutrequiring all bestpathsto havethe
sameength

Our analysisdraws on BGP tablesfrom the routersthat connectthe AT&T IP Backboneto otherlarge providers. We used
theroutingtablesto constructhe setof routing choicesfor eachdestinatiorprefix reachablevia oneor morepeeringlinks, as
discussedh Section3.2andshowvn in Figure3. Then,we analyzedhe characteristicef theseroutingchoicesandtheimplica-
tionson how network operatorscanchangeBGP import policiesto move traffic from onelocationto another Becausdraffic
volumeis not evenly distributedacrossdestinatiornprefixes,we alsoanalyzedouting choiceswith respecto outboundtraffic
volume, payingattentionto how muchtraffic is destinedo eachdestinationprefix and AS. We analyzedhe outboundtraffic
volumefrom asubsebf theseroutersusingCisco’s Netflow featurel23] | aggreyatingthesestatisticsfor eachdestinatiorprefix
overaday’. We collectedBGP routing tablesat approximately2 a.m. EDT on Junel, 2001 andthe Netflov measurements
throughoutthe day on Junel, 2001. Additionally, we collectedthe samedataon June21, 2001to verify the resultsof the
analysison datafrom a differentday. The AT&T IP Backbonds alarge AS with no upstreanproviders. As such,the specific
traffic statisticamaydiffer for othertypesof networksor for differentpartsof the AT&T network. Neverthelesswe expectthe
basictrendsandgenerabprincipleswe obseneto applyto otherAS's.

4.1 Limiting the Scaleof the Problem

Becausea typical default-freeroutingtablecontainsroutesfor morethan90,000prefixes,exploring all possiblecombinations
of BGP import policiesis computationallyintractable. However, by focusingon the small fraction of “popular” prefixes, or

alternatvely on setsof prefixesthatcanbe groupedaccordingto commonBGP attributes,a network operatorgainssignificant
flexibility for traffic engineeringwhile avoiding overly complex import policies and an incredibly large numberof routing

policy options.

4.1.1 Group Prefixeswith the SameRouting Choices

Import policiesthataretailoredto every prefix at every routerwould be extremelycomplicatedo configureandexpensve for
therouterto apply In addition,suchfine-tunedpoliciesmight not remainappropriatefollowing a shift in traffic or a change
in the neighbors’routing updates.Fortunately mary prefixeshave the sameattributesacrossall eBGPadwertisementgrom
neighboringdomains With regardto therepresentatiom Figure3, this correspond#o groupingthe prefixesthathave thesame
representatioffor routing choices. The ideaof groupingprefixeswith the samerouting choiceswasalsoproposedn [24] ;
however, this previouswork considerghe BGPadwertisement asingleroutingtable,ratherthanconstructinga network-wide
view of theroutingchoiceswithin anAS acrosamultiple routers.

For theroutersconnectinghe AT&T IP Backboneto its peerswe find atotal of 27,000uniquerepresentationsf routing
choices. On average a setof routing choicesis associatedvith threedestinationprefixes. However, the numberof related
prefixesis muchlargerin somecasesin onecase1048destinatiorprefixeshadexactly the sameroutingchoices.Theseresults

5EachNetflow recordincludesthe destinatioriP addressandthe masklengthfor thelongest-matchingrefix in theroutingtable. We associat¢he volume
of traffic in eachrecordwith the correspondinglestinatiorprefix.
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Figure5: Distribution of traffic over outboundpeeringlinks on a peeringrouterfor thetop destinatiorprefixesover a 24-hour
period. For the setof routerson which we collectedNetflov data,10% of the destinatiorprefixesareresponsibldor 95% of
the outboundtraffic to peeringlinks.

suggesthatoneway to reducethe scaleof the problemis to chooseegresslinks for traffic basedon uniquerouting choices,
ratherthanby destinatiorprefix. Givena groupof prefixeswith the samerouting choicesa network operatorcanmanipulate
all of theseprefixestogetherby assigningattributes(suchaslocal preferencejo theseadwertisementbasedon their common
attributes,suchasAS pathcharacteristics Additionally, studieshave shavn that aggreyatedtraffic may be more stablethan
the traffic associateavith ary particulardestinatiorprefix [23] . Thus,by specifyingpolicy by groupingadvertisementsvith
commonattributes,a network operatorcanshift a groupof prefixes,ratherthanhaving to adjustpolicieson a prefix-by-prefix
basis.

4.1.2 Focuson Popular Prefixes

Definingindependenimportpoliciesevenfor 27,000uniqueroutingchoicess still anunreasonableequirementFortunatelya

largefractionof thetraffic is concentrateth asmallfractionof theprefixes. Thebottomcurvein Figure5 shovsthecumulative

distribution of the proportionof traffic contributedby the mostpopularprefixes. For example traffic destinedor thetop 0.1%

of the prefixesis responsibldor morethan20% of the outboundtraffic. Thetop 10% of prefixesaccountdor approximately
95% of the traffic. Similar resultshave beenseenin othertraffic measuremenstudies25-271 . The resultsare even more

dramaticwhenwe group prefixeswith the samerouting choices asshovn by thetop curve in Figure5. For example, 1% of the

27,000setsof routingchoicescontribute morethan70%of thetraffic. Evengroupingtraffic by commonorigin AS resultsin a

significantconcentratiorof traffic—21% of origin AS’s areresponsibldor 70% of outboundtraffic to peers.

Theseresultssuggesthatanetwork operatorcanexertsignificantcontrolovertheflow of traffic throughanAS by focusing
onarelatively smallnumberof popularprefixesor setsof prefixes. Changingmportpoliciesfor a smallgroupof prefixesalso
limits the numberof new routingadwertisementsentto neighboringdomains.In this case a network operatorselectsspecific
prefixes(i.e., from thosewhich carrylarge portion of thetraffic), or a specificgroupof relatedprefixes.

4.2 Shifting Traffic Away from a CongestedLink

A network operatoicanalleviatecongestioronanedgdink by directingaportionof thetraffic to anothelink, eitherto thesame
neighborAS orto adifferentAS. Shiftingtraffic betweerinks to thesameAS preventschangesn thevolumeof traffic (andthe
ratio betweerinboundandoutboundtraffic) sentto eachneighboringdomainandreduceghelik elihoodthatdowvnstreamAS’s
receve new routeadwertisementshatwouldinadwertentlychangehow traffic entershenetwork. In this subsectionwe identify
how to shift a subsebf theoutboundraffic withoutchanginghenext-hopAS thatcarriesthetraffic. We thendescribehow the
appropriateamport policy for redirectingtraffic dependsn the characteristicef the AS pathsadwertisedby the neighboring
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4.2.1 Limiting the Impact on DownstreamNeighbors

In adaptingrouting policies, operatorsshould minimize the potentialimpact on the behaior of downstreamneighbors. If
neighboringAS’s changetheir behaior (i.e., routingadwertisement®r bestroutedecisions)n responseo a policy changen
our network, the influenceof a policy changeon the flow of traffic throughour network will be unpredictable For example,
supposehat a particularedgelink is congestedndthe network operatorassignsa lower local preferencevalueto someof
the routestraversingthe congestedink. The new import policy will remove the link from the egresssetfor one or more
prefixes,thuscausingsomeroutersin the network to directtraffic for thesedestinatiorprefixesto a differentlink in the egress
set. Moving thetraffic reducesheload on thatcongestedink. However, the affectedroutersmight advertisea new routeto

theireBGPneighborssuchasdownstreantustomerspotentiallycausingsignificantchangesn theinboundtraffic seerby the
network thatmadethe policy change.

For example,oneof the edgeroutersin Figure6 might switch from aroutevia AS B to aroutevia AS A. SUppoSeAS’s
A andB ad\ertisea pathto a destinatiorprefixin AS C. Then,the network would receive route (A4, C') onthe westcoastand
route(B, C) ontheeastcoast.Decreasinghelocal preferencef oneof the (B, C) routes(asshovn by thedashedine) would
causesomeroutersto redirecttraffic to an (A, C') route—thenew “closest” egresspoint basedon the IGP tie-breakin stage
6 of the BGP decisionprocess.Theserouterswould adwertisethe new bestpathto downstrearmeighbors.Dependingon the
neighbors routing policies, the new adwertisemenimight causethe neighborto selecta differentnext-hop AS (e.g.,another
ISP) for reachingthis destinationprefix. This could resultin a suddenand unpredictabledecreaseén the volume of traffic

enteringthe domainat this router Similarly, theroutingchangecouldtriggeranincreasan traffic if otherneighborspreferred
the (A4, C) routeoverthe (B, C) route.

To preventroutingchangesn neighboringdomainsthe network operatorshouldfocuson setsof prefixesfor which every
“best” routefor thatprefix hasthesameBGPattributes(exceptfor thenext-hoplP address)Formally, from Figure3 thismeans
performingadjustment®n prefixeswherethe entirerow of “best” pathshave the samecharacteristicsDependingon the BGP
implementationthedownstreamAS’s maynotevenhaveto receive anew BGP adwertisementsincenoneof theattributeshave
changed.For the AT&T peeringlinks, 83.5%o0f the prefixeshave shortestAS pathswith a singlenext-hop AS, asshavn in
Figure7; thesedestinatiorprefixesrepresentver 45% of the outboundraffic. For theseprefixes,reducingthelocal preference
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Figure7: Cumulatve distribution function of numberof next-hop AS’s for the shortestAS pathsfor a prefix. The majority of
prefixes(carryingabout45%of all outboundraffic) have bestrouteswith a singlenext-hopAS.
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Figure8: Cumulative fraction of outboundtraffic vs. AS pathlengthfor variousnext hop AS’s. Onetechniqueusedto shed
load is to assigna lower local preferenceo all traffic to a certainAS with a certainnumberof hops. This canhave vastly
differenteffectsdependingon which AS’s adwertisementsireaffected.

at one peeringlocationwould shift traffic to anotheregresslink to the samepeer In somecasesa network operatormay
needto move traffic from oneneighborAS to another As shavn in Figure7, areasonabl@amountof prefixesandtraffic have
shortespathswith two neighborAS’s. Thisis usefulfor moving traffic betweertwo neighboringAS’s without having to select
routeswith differentAS pathlength$. Although this type of routing changerequiressendinga new route advertisemento
somedownstreamAS’s, adwertisinga routewith the sameASpathlengthreduceshelik elihoodthata downstreamAS selects
adifferentbestpath.

61n mary casesthenetwork may have routesto two AS's via the sameegressrouter—for example,a singleroutermay peerwith bothAS A andAS B. In
thiscaseijt is possibleto move traffic from oneegresdink to anothemwithout changingtheflow of traffic within the AS to reachthe egressrouter
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4.2.2 Shifting Traffic With Simple Changesin Import Policy

Routerconfigurationanguageprovide significantflexibility in assignindocal preferencevaluesto routes;for example these
configurationlanguagesallow an operatorto assigna smallerlocal preferenceto routesbasedon the prefix or the regular
expressionon the AS path. In somecasesa network operatormay needto move a relatively large amountof traffic. For
example supposehatoneor morelinks areupgradedo highercapacity Decreasinghelocal preferencédor thelow-bandwidth
egresspoint canshift traffic to the new, high-bandwidthink more capableof carryingthe traffic. Assigninglocal preference
basednthelengthof the AS pathis aneffective way to move alargeamountof traffic from onelocationto anothemwith asmall
changen theimport policy. This approaclamountgo selectinga subsebf the routing choicesasin Figure3 for a particular
valueof I. This approachs simpleanddoesnot dependon the exactsequencef AS’s in the path. For example,a network
operatorcandefinean import policy for onepeeringsessiorwith a neighboringAS thatassignsa lower local preferencdor
routeswith an AS pathlengthof two. This would shift traffic for destinationprefixeswith a two-hop AS paththroughthat
neighborto anotheregresspoint. However, the specificeffects of this techniquedependson how traffic is distributed over
differentlengthsof AS paths.This mayvary acrosdifferentnext-hopAS's.

Figure 8 shawvs the cumulative distribution of outboundtraffic to a particular ASthatis carriedby bestpathsof various
lengths. Eachcurve corresponddo a differentnext-hop AS, identifiedby A, B, C, andD; for example,nearly 70% of the
outboundtraffic to AS A travelsover a one-hopAS path(whereAS A is the next-hop AS). In contrastthe majority of traffic
traveling viatheotherthreeAS’stravelson AS pathsof lengthtwo or three. Thesesignificantdifferencestemfrom thevarious
rolesAS’s in the Internetcanplay, aswell ashistoricaland network-specificartifacts(e.g., often a single network will have
multiple AS’s). In somecasesanAS hostsa large numberof servicesanddirectly-connected¢ustomershatdo not have their
own AS numbers.This type of network sendgraffic over pathswith a single AS hop,asshavn in the plot for AS A. In other
casesanAS is atransitprovider for alarge numberof tier-2 providersor multi-homedinstitutions. Outboundtraffic to these
typesof networksis likely to travel over pathsof differentlengths,asshowvn in the plotsfor AS’s B, C, andD. Dependingon
the diversity of next-hop AS’s, a network operatorshouldexpectto seedifferencesn the distribution of traffic over AS path
lengthswhich shouldplay arole in the selectionof import policiesfor shifting traffic to differentegresdinks for eachAS.

4.3 Controlling the Influence of BGP Attrib utesin Advertisementsfrom Neighbors

The BGP adwertisementdrom neighboringdomainshave a significantinfluenceon the selectionof the bestpathsfor each
destinationprefix. Although the import policy is capableof resettingsomeattributes(suchas MED and origin type), other
attributessuchasthe AS pathdependon the policiesappliedin otherdomainsandcannotbereassignedy import policy. In-

consistencies theroutesadwertisedvia differenteBGPsessionsvith the samenext-hop AS candiminishanetwork operators
controlover the flow of traffic. In addition,the commonpracticeof AS prependindimits a network’s ability to spreadraffic

over a large numberof egresspoints. In this subsectionywe quantify the influenceof routing policiesin otherdomainson a
network’s flexibility in selectingbestroutes.Basedon theseresults,we suggestechniquedor increasinga network’s control
overtheflow of outboundraffic.

4.3.1 Ensuring ConsistentAdvertisementsfrom Neighbor AS’s

BGPupdatemessageBom neighboringAS’s have a significantimpactontheflow of traffic throughanetwork. A neighborAS

hasthe ability to exertinfluenceon how traffic leavesa network by sendinginconsistentouting adwertisementsver different
eBGPsessions.For example, supposethat a network connectsto AS A at locationson the eastandwestcoast. If AS A

adwertisesa prefix only onthe eastcoastthenthis would force the network to carryall of the outboundraffic for this prefixto

thewestcoast.Alternatively, AS A mightadwertisethe pathwith a differentAS pathlengthor origin typeat differentlocations.
Inconsistenadwertisementsan have a significantand unpredictabldnfluenceon the flow of traffic by limiting the number
of egresspoints. We analyzedthe routesin the BGP tablesto identify pathsof differentlengthsfrom the samenext-hop AS

for the samedestinationprefix. Acrossall prefixesandnext-hop AS’s, we found inconsistenpathlengthsin just 0.03% of

(prefix, next hopAS) tuples;in addition,for 0.09% of thesecasessomeof the peeringsessiongo the next-hop AS did not
adwertisea prefix that was adwertisedat otherlocations. The very small numberof inconsistentroutesis likely dueto the
asynchrog in downloadingthe BGP tablesfrom the routers.Althoughinconsistentdwertisementsverenot significantin our
dataset,a network operatorshouldstill make periodicchecksfor consistenyg to ensuremaximalflexibility for makingrouting
choices.
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Figure 9: Numberof occurrenceshat an AS path length was extendedby the given amountby prepending. 17.4% of all
adwertisedpathsincludedsomeprepending.The majority of prependeghathswereextendedby oneor two hops,mary paths
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Figure10: Distribution of prefixesfor numberof distinctAS pathlengths.The majority of prefixesarereachableéhroughpaths
of only onelength,but the remaining15% of prefixeshave pathsof multiple lengths. About 11% of theseprefixeshave two
distinctpathlengths which suggests.multihomedprefix with oneprependegbathto specifya backuproute.

4.3.2 Limiting the Influence of AS Path Length

Evenif adwertisementdrom neighborsare consistentacrosseBGP sessiongo the samenext-hop AS, AS pathlengthhasa
considerablénfluenceon the comparisorof routesfrom differentnext-hop AS’s. AS prependingnflatesthelengthof the AS
pathby repeatingan AS numbermultiple timesto artificially make a pathlook longer For example,consideran AS C that
connectgo providersA andB. AS C may senda one-hoproute (C') to AS A anda three-hoproute (C, C,C') to AS B to
encourageraffic destinedo AS C to traversea routevia AS A. Figure9 shaws that AS pathprependings a quite common
practice. Approximately18% of the routeshad someamountof AS prepending.The majority of thesepathswere extended
by oneor two hops. AS prependingcontributesto the diversity of AS pathlengths,asshovn in Figure10. Over 10% of the
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destinationprefixesandtraffic have AS pathswith morethanonelength (on otherdays,this numberwasashigh as30% of

prefixes). The differentlengthsstemfrom a mixture of AS prependingandrouteswith a differentnumberof AS’s in the path.
In eithercase the differentlengthslimit flexibility in selectinga setof bestroutes,sincestep?2 in the BGP decisionprocess
forcesall pathsin the egresssetto have the sameength.

Small differencedn AS pathlengthdo not necessarilyhave a significantinfluenceon end-to-endperformance.ln some
casespne AS hop may represent large numberof routerhopsor high propagatiordelay;in othercasesan AS hop may
represent singlerouterhop or a small propagationdelay Forcing all bestpathsto have the sameAS pathlength may be
unnecessarilyestrictive. Figure8 shavs thatthe majority of traffic travelsover shortestAS pathsof length2 or 3. Furthermore,
almostno traffic traversesAS pathsof length4 or longer Consequentlyit may be effective to allow the setof bestpathsto
include pathsof small differencesn length (e.g., having one 2-hop path and one 3-hop pathto a prefix may provide more
flexibility thanallowing only the 2-hoppath). Coarse-grainedS pathlengthcategorizationcanbe achievedby disablingstep
2 of the BGP decisionprocessandinsteadassigningocal preferenceangeshasedn part on AS pathlength. For example,a
network operatorcould assigna rangeof local preferencevaluesto one-hoppaths,anotherangeto pathsof length2 or 3, and
soon. This ensureghat AS pathlengthhasaninfluenceon the decisionprocesswithoutimposingthe strict requirementhat
all bestpathsfor a destinatiorprefix musthave the sameength.

5 Conclusion

BGP is a flexible interdomainrouting protocol that scalesto the large numberof AS’s in today’s Internet. However, BGP
wasnot designedvith traffic engineeringn mind. The attributesavailablein BGP adwertisementstherestrictionsin the BGP
decisionprocessandthe constraintdmposedby configurationanguagesll limit anoperators ability to tunerouting policies
to the prevailing traffic patterns. Despitetheselimitations, it is possibleto control the flow of traffic by adheringto certain
guidelinesand employing a modelfor predictingthe influenceof changesn routing policies. We have proposeda concise,
network-wide representatiomf the routing adwvertisementfrom neighboringdomainsand describechow to populatethese
modelsfrom the BGP routingtablesavailablein operationahetworks. Drawing on routingandtraffic datafrom the AT&T IP
Backbonewe have proposedandevaluatedtechniquedor limiting the scopeof BGP policy changesandreducingtheimpact
of thesechange®ntheroutingdecisionamadein neighboringdomains We alsoproposeaway for AS pathlengthto influence
the BGP decisionprocesswithout requiringall bestroutesto have the sameength.

By presentingaframework for interdomairtraffic engineeringaswell assensiblevaysfor controllingtheimpactof routing
policy changesye have openeda variety of avenuedor futurework:

e Handling inbound traffic: In this paperwe have focusedon the influenceof BGP import policieson outboundtraffic;
however, a completesolutionshouldconsiderinboundtraffic aswell. Sincean operatorhaslimited control over how
traffic entersthe network (using crudetechniquessuchas AS prepending)we believe that neighboringAS’s should
coordinateto gain a greaterevel of predictabilitywith respecto how traffic enterseachnetwork. We are considering
waysfor neighboringAS’sto cooperatevia inbandsignaling(e.g.,usingthe BGP communityattribute) without revealing
their network topologiesandroutingpolicies.

¢ Defining the performance objective: Traffic engineeringnvolvestuningroutingpoliciesbasedn atargetperformance
objective. The commercialrelationshipsbetweenAS’s imposeconstraintsand costsbasedon the volume of traffic
exchangedvith neighboringdomains.In addition,the distribution of traffic afternetwork failuresmayalsoplayarolein
evaluatingpossiblechangeso theroutingconfiguration Drawing onearlierwork on IGP optimization,ourongoingwork
considersew objective functionsthatcapturethe constraintof bothintradomainandinterdomairrouting,includingthe
influenceof peeringagreements.

¢ Incorporating end-to-endperformance: Changesn BGP routing policy affect the end-to-endbathfrom a sourceto
a destinationwhich, in turn, influencescommunicatiorperformance We areinvestigatingwaysto collectinformation
aboutthe performancepropertiesof the restof the pathto helpweighthe benefitsof differentchangesn BGP policies
andIGP weights.For example,active measurementhatidentify congestiorproblemsin otherAS’s would lendinsight
into which policy changesvould improve end-to-engperformance.
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Theseongoingresearctefforts candraw on therepresentationf routing choicesandthe insightsfrom the analysisof routing
andtraffic measurementgsresentedh this paper
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