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Abstract

In this thesis, I evaluate Distributed Quota Enforcement (DQE), a system for enforc-
ing quotas on e-mail use as a spam control mechanism. I briefly describe the design
and implementation of DQE, and then evaluate the enforcer’s performance in several
ways. My evaluation includes: the capacity of a single node; how the enforcer scales
with added nodes; how well the enforcer tolerates faults; the relationship between
the enforcer’s size and time to respond (request latency); and the impact of globally
distributing the enforcer’s nodes.

Salient features of the evaluation include: an enforcer composed of a few thousand
high-end PCs can handle the world’s current e-mail volume; the enforcer is resistant
to failures: even with 20% of its nodes down, stamps are reused on average only 1.5
times; the main bottleneck in the enforcer’s performance is disk seeks.
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Chapter 1

Introduction

By industry accounts, spam—unsolicited commercial e-mail-—constitutes some 65%
of the world’s total e-mail volume [9]. Several solutions to the spam problem have
been proposed, some of which are in use (e.g., context-based filters such as Spa-
mAssassin [54]) and some which are not (e.g., quota systems, like the Penny Black
project [45]). As of 2006, context- and content-based filters are by far the more
popular anti-spam measure. However, while filters do provide temporary relief from
spam, they have one important shortcoming: filters are inherently limited by their
potential to falsely identify legitimate mail as spam, which reduces e-mail’s reliability
as a communications medium. A quota system addresses this shortcoming (but not
without its own problems, of course), by fighting spam on a different level: a quota
scheme simply prevents individuals and organizations from sending more than their
fair share of e-mail.

In a quota system, all participants are assigned a quota of stamps. A message
sender then attaches one of these stamps to each e-mail, which the message receiver
tests at a quota enforcerto verify that it has not already been used. A “fresh” (unused)
stamp is guaranteed to bring its associated message to the receiver’s attention. The
hope is that by allocating everyone a reasonable quota, legitimate users will not be
substantially constrained in their ability to send mail, but spammers will no longer
be able to send the volumes of messages required to be profitable.

Note that quota enforcement is a different problem from quota allocation; the

13



latter is a social problem, which we don’t purport to solve, while the former is a
technical one and the focus of this work—in fact, our intent is to show that the
challenges in quota enforcement can be overcome.

Our group has designed, implemented, and evaluated Distributed Quota Enforce-
ment (DQE); my contribution to this project, and indeed my main focus in this thesis,
is the experimental evaluation of DQE. A majority of the work presented here has
already appeared in print in [59]; text in this document that appears in that paper is

so indicated.

1.1 Quota System Requirements

We begin by discussing some of the motivations behind DQE. In addition to restoring
reliability to e-mail by preventing false positives, a quota-based system must address
two sets of concerns. The first set apply to the manner in which clients communicate
with the quota enforcer: First, our ban on false positives means clients must never
be led to believe that a message is spam when it is not. As we assume that a reused
stamp indicates spam, a fresh stamp must never appear used. Second, clients must
not be required to trust the enforcer, so that the enforcer need not be run by a
central authority. Finally, the quota system should not impact the semantics of e-
mail, specifically, enforcer queries should not identify senders, and stamps should not
be an irrefutable testament that one party sent a particular message to another.

The second set of concerns apply to the quota enforcer itself. From [59]:

Scalability The enforcer must scale to current and future e-mail vol-
umes. Studies estimate that 80-90 billion e-mails will be sent daily this
year [31, 47]. (We admit that we have no way to verify these claims.)
We set an initial target of 100 billion daily messages (an average of about
1.2 million stamp checks per second) and strive to keep pace with future
growth. To cope with these rates, the enforcer must be composed of many

hosts.
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Fault-tolerance  Given the required number of hosts, it is highly likely
that some subset will experience crash faults (e.g., be down) or Byzantine
faults (e.g., become subverted). The enforcer should be robust to these
faults. In particular, it should guarantee no more than a small amount of

stamp reuse, despite such failures.

High throughput To control management and hardware costs, we
wish to minimize the required number of machines, which requires maxi-

mizing throughput.

Attack-resilience Spammers will have a strong incentive to cripple
the enforcer; it should thus resist denial-of-service (DoS) and resource

exhaustion attacks.

Mutually untrusting nodes In both federated and monolithic en-
forcer organizations, nodes could be compromised. In the federated case,
even when the nodes are uncompromised, they may not trust each other.
Thus, in either case, besides being untrusted (by clients), nodes should
also be untrusting (of other nodes), even as they do storage operations for

each other.

These concerns guide the design of DQE. A full treatment of how these concerns
have influenced our design decisions is beyond the scope of this thesis. However, for

completeness, I summarize the relevant features of DQFE’s design in Chapter 2.

1.2 DQE Evaluation

Some of the requirements that drive DQE’s construction also present an avenue for

evaluation. In this thesis, we! evaluate:

I'Though the evaluation of DQE presented here is primarily driven by my own work, all parts of
DQE are the result of a collaborative effort; thus, the narrative uses “we” instead of “I” to describe
collective work.
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Scalability We first evaluate the performance of a single-node enforcer. Then we
evaluate how performance scales with successively larger enforcers. The ideal behavior
is a linear increase in performance as the enforcer grows; the observed behavior very

nearly matches this ideal.

Fault-tolerance Next, we evaluate how well the enforcer prevents stamp reuse in
the presence of node failures; a conservative upper bound suggests that the enforcer

can keep stamp use as low as 1.3 uses/stamp, even if 10% of the node are “bad”.

High throughput We also verify that an enforcer is capable of handling global
e-mail volumes, without requiring an unreasonable number of nodes; a simple calcu-

lation indicates that an enforcer of several thousand nodes would suffice.

Size/latency trade-off Here we investigate the relationship between an enforcer’s
size and the time required for it to respond to clients’ requests; an increased tolerance

for latency in responses allows a smaller enforcer.

Wide-area distribution Finally, we investigate the differences between a clus-
tered enforcer and one whose nodes are spread across several different organizations,
possibly with global distribution; we see that this distribution has limited effects on
throughput, but does increase response latency.

In addition to these meeting these requirements, the design of DQE includes sev-
eral interesting technical solutions for problems we encountered while implementing
the enforcer. Included among these is a scheme to avoid “distributed livelock” by pri-
oritizing certain packet classes over others; we present an analysis of the implemented

scheme and a number of alternative prioritizations as well.

1.3 Organization

The remainder of this document is organized as follows: Chapter 2 describes the

features of DQE’s design that are relevant to the experimental evaluation; Chapter 3

16



presents the experimental evaluation itself; in Chapter 4 we consider several “dis-
tributed livelock” avoidance schemes; Chapter 5 presents a summary of related work;

finally, Chapter 6 presents conclusions.
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Chapter 2

Distributed Quota Enforcement for

Spam Control

DQE can be logically split into two parts. The first is the external interface, consisting
of quota allocation and stamp creation and verification. The second is the enforcer

itself. In this chapter, I briefly summarize the design of DQE.!

2.1 DQE Architecture

DQE’s architecture is presented in Figure 2-1.

In DQE, participating organizations receive signed certificates from one of the
Quota Allocators; this certificate contains the organization’s public key, a timestamp,
and a quota, which can be used to generate up to quota stamps per epoch (in our
implementation, an epoch is one day). Senders then affix a numbered stamp with an
epoch number to each outgoing message. Stamps are cryptographically strong; the
design assumes they cannot be forged.

Mail recipients (or their mail servers) interact with the enforcer using two Remote
Procedure Calls (RPCs): TEST and SET. On receiving an e-mail with a stamp, the

recipient ensures the stamp’s validity and sends a TEST request to the enforcer, to

'Explanation of our design decisions is left to [59], except where those decisions influence the
evaluation.
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Figure 2-1: DQE architecture.

determine whether the enforcer has seen a fingerprint of the stamp. If the response
is “not found”, the recipient sends a SET request to the enforcer, presenting a fin-
gerprint of the stamp to be stored. The enforcer itself stores a mapping from the
stamp’s postmark—HASH(HASH(STAMP))—to its fingerprint—HASH(STAMP); map-
pings are stored for the current and previous epochs. To prevent a malicious node from
falsely claiming it has seen a stamp, a TEST queries the postmark, and the enforcer
must respond with the corresponding pre-image under HASH (i.e., the fingerprint of

the stamp).

2.2 The Enforcer

“The enforcer, depicted in Figure 2-2, is a high-throughput storage service that repli-
cates immutable key-value pairs over a group of mutually untrusting, infrequently

2 Enforcer nodes’

changing nodes. It tolerates Byzantine faults in these nodes.”
identities are verified by a trusted bunker, to prevent arbitrary nodes from claiming
membership; the bunker periodically distributes an “in-list” of participating nodes.
Any one of the enforcer nodes may be contacted by a mail server for any received
stamp. We call an enforcer node that is handling a TEST or SET request the “portal”

for that request.

Enforcer nodes (portals) communicate with each other via a separate, internal set

2From [59].
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Here, A is the portal. The ids are in a circular identifier space with the identifiers
determined by the bunker.

of RPCs: GET and PUT. They treat clients’” TEST and SET requests as queries on
key-value pairs, that is, as TEST(k) and SET(k, v), where k = HASH(v). Portals then
send GET(k) and PUT(k,v) requests to other enforcer nodes to implement TEST and
SET.

Responsibility for storing a particular stamp is distributed across r enforcer nodes.
We call these nodes the “assigned” nodes for a particular stamp; they are determined
by the stamp, using a consistent hashing [34] algorithm. Any of the assigned nodes
for a stamp may store its associated key-value pair.

In response to a TEST(k) request, a portal invokes a GET(k) request at k’s r
assigned nodes, one at a time. If any of the nodes returns “found” with a v such
that v = HASH(k), the portal stops and returns “found” to the client. Otherwise, the
portal simply returns “not found” to the client. In response to a SET(k,v) request,
the portal chooses one of the r nodes at random and issues it a PUT(k, v) request.

Pseudo-code for TEST and SET is given in Figure 2-3.

2.2.1 Replication

A major factor in the ability of the enforcer to withstand faults is the choice of
replication factor, r. We assume for this analysis that nodes do not abuse their role

as “portal”.
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procedure TEST(k)
v« GET(k)  // local check
if v # “not found” then return (v)
// 1 assigned nodes determined by in-list
nodes < ASSIGNED_NODES (k)
for each n € nodes do {
v« n.GET(k)  //invoke RPC
// if RPC times out, continue
if v # “not found” then return (v)
}
// all nodes returned “not found” or timed out
return (“not found”)

procedure SET(k,v)

puT(k,v)  // local store
nodes < ASSIGNED_NODES(k)
n < choose random n € nodes
n.puT(k,v)  //invoke RPC

Figure 2-3: Pseudo-code for TEST and SET in terms of GET and pUT. (From [59].)

We begin by defining a parameter p, the fraction of the n total enforcer nodes
that fail during the 2-epoch period for which stamps are stored. For simplicity, any
failure, no matter how brief, is counted in p. We call nodes that operate perfectly
during this period “good”. We argue that by carefully choosing nodes, the number
of good nodes can be high enough so that p < 0.1.

Portals can detect attempted reuses of a given stamp once it has been PUT to a
good node. As shown in [60] and in the appendix to [59], a stamp is expected to

1

be used 1=, + p'n before this event occurs. If we set 7 = 1 + log, ;,n and assume

p = 0.1, then the expected number of stamp uses is less than I_sz +px~1+4+3p=1.3,

which is not much greater than the ideal 1 use per stamp.

2.2.2 GET and PUT

The number of GETs and PUTs generated per-node in a global enforcer is large, posing
a difficult trade-off: storing key-value pairs in RAM would allow fast access, but limit

total storage capacity; storing them on disk would slow access, but allow for greater
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storage.

DQE uses a “key-value store” data structure that combines an in-RAM component
(a hash map and overflow table, collectively called the “index”) with an on-disk
component (that stores key-value pairs). A queried key is first looked up in the index;
if the key has been puUT, that lookup returns a pointer to the disk block storing the
the key-value pair. A PUT request results in insertion of the key into a hash table
(or an overflow table in the event of a collision), and storage of the key-value pair on
disk.

The key-value store has several attractive properties: PUTs are fast; the store has
a small memory footprint, storing 5.3 bytes per stamp instead of the stamp’s original
40 bytes; and the store is almost always able to respond to “not found” requests
quickly, that is, without accessing the disk, though “found” requests require a disk
seek and are thus “slow”. The exact interaction between GET and PUT requests and

the key-value store is presented in Figure 2-4.

2.2.3 Avoiding “Distributed Livelock”

One key requirement for the enforcer is that performance not degrade under load,
where load may be the result of heavy legitimate system use or attackers’ spurious
requests. In fact, in an early implementation, our enforcer’s capacity, as measured by
the total number of correct responses to TEST requests, did worsen under load. In
response to this degradation, we made several changes to the libasync library we use
to support our RPC protocol. This section describes those changes.

First observe that all of the work enforcer nodes perform is caused by packets as-
sociated with RPCs from clients or other nodes, and that these packets can be divided
into three classes: (1) TESTs and SETs from clients comprise “external” requests; (2)
GETs and PUTs from other enforcer nodes comprise “internal” requests; and (3) GET
and PUT responses from other enforcer nodes comprise internal responses.

Overload—when the CPU is unable to do the work caused by all arriving packets—
will result in some packets being dropped (we call those that are not dropped “admit-

ted”). To maximize correct TEST responses, nodes must ensure successful completion
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procedure GET(k)
b < INDEX.LOOKUP (k)
if b == NULL then return (‘“not found”)
a < DISK.READ(b)  // array a gets disk block b
if £ ¢ a then // scan all keys in a
return (“not found”) //index gave false location
else return (v)  // v nest to kin array a

procedure PUT(k,v)
if HASH(v) # k then return (“invalid”)
b < INDEX.LOOKUP (k)
if b == NULL then
b < DISK.WRITE(k,v)  // write is sequential
// b is disk block where write happened
INDEX.INSERT (&, b)
else // we think k is in block b
a < DISK.READ(b)  // array a gets disk block b
if £ ¢ a then // false location: k not in block b
b’ «— DISK.WRITE(k, v)
INDEX.OVERFLOW.INSERT(k, V)

Figure 2-4: Pseudo-code for GET and PUT. A node switches between batches of writes
and reads; that asynchrony is not shown. (From [59].)
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of the GET and PUT operations generated by TESTs. To maximize the number of
completed GET and PUT requests, nodes must ensure that, under heavy load, the
responses to those GET and PUT requests that are admitted are then admitted them-
selves by the requesting portal. Note that if a node admits a GET request when it
could have admitted a GET response instead, the work put in to that response is
wasted. Thus, to maximize successfully completed GETs and PUTs, nodes prioritize
the three packet classes, so that internal responses (3) are preferred over internal
requests (2), in turn preferred over external requests (1).

In our early implementations, nodes did not prioritize, and instead served the
three classes in a round-robin manner. Round-robin admittance meant that packets
were dropped from all three classes, causing two problems: first, many GET requests
and responses were dropped, resulting in unsuccessful GETs and thus incorrect TEST
responses; second, additional TEST requests were admitted at the expense of GET
requests and responses, causing the enforcer to over-commit to clients. As noted
in [59]: “The combination is distributed livelock: nodes spent cycles on TESTs and
SETs and meanwhile dropped GET and PUT requests and responses from other nodes.”

The astute reader may realize that prioritizing the three packet classes does little
more than cause enforcer nodes to drop packets from the beginning of the “distributed
pipeline” formed by the TEST—GET request—GET response RPC sequence. The
overriding principle is that a system should drop those packets in which it has invested
the least amount of work; in the enforcer’s case, those packets are the ones in class
(1): TEST and SET requests.

Note that the “distributed pipeline” formed by RPCs can be constructed in several
ways: above, TESTs and SETs are considered to be in the same class, but a TEST may
also be considered to come before the SET in the pipeline. Different pipelines suggest

different prioritization schemes; I explore some of these alternatives in Chapter 4.

2.2.4 Cluster and Wide-area Deployments

Recall from the requirements laid out in Chapter 1 that the enforcer should support

a range of deployments. One such deployment, and indeed the focus of Chapter 3, is
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a “monolithic” enforcer whose nodes are located in a single cluster. In a monolithic
enforcer, all nodes are on a single LAN. This LAN can be provisioned with enough
bandwidth to handle peak rates without congestion, and a simple UDP-based protocol
suffices for inter-node communication.

Given the thousands of nodes (see §3.2.5) a global enforcer would require, a “feder-
ated” enforcer—with nodes either individually owned by participating organizations
or grouped in clusters around the globe—may be a more realistic deployment. In
a federated enforcer, a substantial fraction of internal traffic—GETs and puTs—will
travel over commodity Internet links. For the enforcer to “play well” with existing
network traffic, some care must be taken to ensure that heavy load does not unreason-
ably degrade those links. A naive option is to use pairwise TCP connections between
enforcer nodes, but TCP incurs significant overhead providing semantics the enforcer
does not need: guaranteed and in-order delivery.

To avoid TCP’s overhead, the enforcer has the option of using a TCP-friendly
datagram protocol, the Datagram Congestion Control Protocol (DCCP) [35] for com-
munication between nodes. DCCP is a natural choice, providing the minimum needed:
congestion control for the unreliable datagram flows the enforcer nodes use to com-
municate with each other.

It is worth noting that the livelock avoidance scheme and congestion control op-
erate at opposite ends of the spectrum. If an enforcer is clustered, it needs livelock
avoidance, but not congestion control; by the same token, a federated enforcer—whose
nodes are connected via relatively low-capacity links—mneeds congestion control, but

not livelock avoidance.
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Chapter 3

Implementation and Evaluation of

the Enforcer

In this chapter, I describe the implementation and evaluation of DQE. Most of the

text appearing in §3.2 is taken verbatim from [59].

3.1 Implementation

DQE consists of two parts: the DQE client software, which runs at e-mail senders

and receivers, and the DQE enforcer software.

3.1.1 DQE Client Software
From [59]:

The DQE client software is two Python modules. A sender module is in-
voked by a sendmail hook; it creates a stamp and inserts it in a new
header in the departing message. The receiver module is invoked by
procmail; it checks whether the e-mail has a stamp and, if so, executes
a TEST RPC over XDR to a portal. Depending on the results (no stamp,
already canceled stamp, forged stamp, etc.), the module adds a header

to the e-mail for processing by filter rules. To reduce client-perceived la-
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tency, the module first delivers e-mail to the recipient and then, for fresh

stamps, asynchronously executes the SET.

3.1.2 Enforcer Node Software

The enforcer is a 5000-line event-driven C+-+ program that exposes its interfaces via
XDR RPC over UDP or DCCP (configurable at compile time). It uses libasync [41]
and its asynchronous I/O daemon [38]; we modified libasync to implement the livelock
avoidance scheme from §2.2.3, and modified the asynchronous I/O daemon to support
DCCP (see §2.2.4). The enforcer runs under both Linux 2.6 and FreeBSD 5.3; DCCP
requires the use of a custom kernel under Linux and is currently unsupported under

FreeBSD.

3.2 Evaluation

In this section, we evaluate the enforcer experimentally. We first investigate how its
observed fault-tolerance—in terms of the average number of stamp reuses as a function
of the number of faulty machines—matches the analysis in §2.2.1. We next investigate
the capacity of a single enforcer node, measure how this capacity scales with multiple
nodes, and then estimate the number of dedicated enforcer nodes needed to handle
100 billion e-mails per day (our target volume; see §1.1). We next evaluate the livelock
avoidance scheme from §2.2.3. Finally, we investigate the effects of distributing the
enforcer over a wide area.

All of our experiments use the Emulab testbed [21]. Except where noted, these
experiments consist of between one and 64 enforcer nodes connected to a single LAN,

! The setup models a clustered network

using UDP for inter-node communication.
service with a high-speed access link. We additionally run one simulated “wide-area”
experiment and one experiment using DCCP for inter-node communication (both in

§3.2.6).

'We evaluate the enforcer using UDP instead of DCCP simply because UDP communication was
implemented first.
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3.2.1 Environment

Each enforcer node runs on a separate Emulab host. To simulate clients and to test
the enforcer under load, we run up to 25 instances of an open-loop tester, U (again,
one per Emulab host). All hosts run Linux FC4 (2.6 kernel) and are Emulab’s “PC
3000s”, which have 3 GHz Xeon processors, 2 GBytes of RAM, 100 Mbit/s Ethernet
interfaces, and 10,000 RPM SCSI disks.

Each U follows a Poisson process to generate TESTs and selects the portal for each
TEST uniformly at random. This process models various e-mail servers sending TESTS
to various enforcer nodes. (As argued in [44], Poisson processes appropriately model a
collection of many random, unrelated session arrivals in the Internet.) The proportion
of reused TESTs (stamps? previously SET by U) to fresh TESTs (stamps never SET by
U) is configurable. These two TEST types model an e-mail server receiving a spam or
non-spam message, respectively. In response to a “not found” reply—which happens
either if the stamp is fresh or if the enforcer lost the reused stamp—U issues a SET
to the portal it chose for the TEST.

Our reported experiments run for 12 or 30 minutes. Separately, we ran a 12-hour

test to verify that the performance of the enforcer does not degrade over time.

3.2.2 Fault Tolerance

We first investigate whether failures in the implemented system reflect the analysis.
Recall that this analysis (in §2.2.1, and in detail in [59]’s appendix and in Appendix B)
upper bounds the average number of stamp uses in terms of p, where p is the prob-
ability a node is bad, i.e., that it is ever down while a given stamp is relevant (two
days). Below, we model “bad” with crash faults only (see [59], §4.5 for the relationship
between Byzantine and crash faults).

We run two experiments in which we vary the number of bad nodes. These
experiments measure how often the enforcer fails to “find” stamps it has already

“heard” about because some of its nodes have crashed.

2In this section (§3.2), we often use “stamp” to refer to the key-value pair associated with the
stamp.
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Figure 3-1: Effect of “bad” nodes on stamp reuse for two types of “bad”. Observed
uses obey the upper bound from the analysis (see §2.2.1 and [59]’s appendix). The
crashed case in analyzed exactly in appendix B; the observations track this analysis
closely.

In the first experiment, called crashed, the bad nodes are never up. In the second,
called churning, the bad nodes repeat a 90-second cycle of 45 seconds of down time
followed by 45 seconds of up time. Both experiments run for 30 minutes. The Us
issue TESTs and SETs to the up nodes, as described in §3.2.1. Half the TESTs are for
fresh stamps, and the other half are for a reuse group—S843,750 reused stamps that
are each queried 32 times during the experiment. This group of TESTs models an
adversary trying to reuse a stamp. The Us count the number of “not found” replies
for each stamp in the reuse group; each such reply counts as a stamp use. We set
n = 40, and the number of bad nodes is between 6 and 10, so p varies between 0.15

and 0.25. For the replication factor (§2.2.1), we set r = 3.

The results are depicted in Figure 3-1. The two “observed” lines plot the average
number of times a stamp in the “reuse group” was used successfully. These obser-

vations obey the model’s least upper bound. This bound, from [59)’s appendix, is
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1+3p+3p*+p® [40 (1 — p) — (1 + 2 + 3)] and is labeled “upper bound”.* The crashed
experiment is amenable to an exact expectation calculation. The resulting expres-
sion* is depicted by the line labeled “crashed, analytic”; it matches the observations

well.

3.2.3 Single-node Microbenchmarks

We now examine the performance of a single-node enforcer. We begin with RAM
and ask how it limits the number of puTs. Each key-value pair consumes roughly
5.3 bytes of memory in expectation (see §2.2.2 and [59], §4.2), and each is stored for
two days. Thus, with one GByte of RAM, a node can store slightly fewer than 200
million key-value pairs, which, over two days, is roughly 1100 PUTs per second. A
node can certainly accept a higher average rate over any given period but must limit
the total number of PUTs it accepts each day to 100 million for every GByte of RAM.
Our implementation does not currently rate-limit inbound PUTs.

We next ask how the disk limits GETs. (The disk does not bottleneck PUTs because
writes are sequential and because disk space is ample.) Consider a key k requested
at a node d. We call a GET slow if d stores k on disk (if so, d has an entry for k in
its index) and k is not in d’s RAM cache (see §2.2.2 and [59], §4.2). We expect d’s
ability to respond to slow GETs to be limited by disk seeks. To verify this belief, an
instance of U sends TESTs and SETs at a high rate to a single-node enforcer, inducing
local GETs and PuTs. The node runs with its cache of key-value pairs disabled. The
node responds to an average of 400 slow GETs per second (measured over 5-second
intervals, with standard deviation less than 10% of the mean). This performance
agrees with our disk benchmark utility, which does random access reads in a tight
loop.

We next consider fast GETs, which are GETs on keys k for which the node has k

3We take n = 40(1 — p) instead of n = 40 because, as mentioned above, the Us issue TESTs and
SETs only to the “up” nodes.

4The expression, with m = 40(1—p), is (1—p)3(1)+3p*(1—p)a+3p(1—p)?B+p>m (1 — (m—_1)32).

m

ais Yo (%)i_l L(1+m=) and B is Y0t (%)i_l oy (24 3 (m = (i +1))). See ap-
pendix B for a derivation.
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Operation | Ops/sec | bottleneck
PUT 1,100 RAM
slow GET 400 disk
fast GET 38,000 CPU

Table 3.1: Single-node performance, assuming 1 GByte of RAM.

cached or is not storing k. In either case, the node can reply quickly. For this type
of GET, we expect the bottleneck to be the CPU. To test this hypothesis, U again
sends many TESTs and SETs. Indeed, CPU usage reaches 100% (again, measured
over 5-second intervals with standard deviation as above), after which the node can
handle no more than 38,000 RPCs. A profile of our implementation indicates that
the specific CPU bottleneck is malloc().

Table 3.1 summarizes the above findings.

3.2.4 Capacity of the Enforcer

We now measure the capacity of multiple-node enforcers and seek to explain the
results using the microbenchmarks just given. We define capacity as the maximum
rate at which the system can respond correctly to the reused requests. Knowing the
capacity as a function of the number of nodes will help us, in the next section, answer
the dual question: how many nodes the enforcer must comprise to handle a given
volume of e-mail (assuming each e-mail generates a TEST).

Of course, the measured capacity will depend on the workload: the ratio of fresh
to reused TESTs determines whether RAM or disk is the bottleneck. Fresh TESTs
consume RAM because the SETs that follow induce PUTs, while reused TESTS may
incur a disk seek.

Note that the resources consumed by a TEST are different in the multiple-node
case. A TEST now generates 7 (or r — 1, if the portal is an assigned node) GET RPCs,
each of which consumes CPU cycles at the sender and receiver. A reused TEST still
incurs only one disk seek in the entire enforcer (since the portal stops GETing once a

node replies affirmatively).
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32-node experiments We first determine the capacity of a 32-node enforcer. To
emulate the per-node load of a several thousand-node deployment, we set r = 5
(which we get because, from §2.2.1, r = 1 + log; /,, n; we take p = 0.1 and n = 8000,
which is the upper bound in §3.2.5).

We run two groups of experiments in which 20 instances of U send half fresh and
half reused TESTs at various rates to this enforcer. In the first group, called disk, the
nodes’ key-value caches are disabled, forcing a disk seek for every affirmative GET
(§2.2.2). In the second group, called CPU, we enable the caches and set them large
enough that stamps will be stored in the cache for the duration of the experiment.
The first group of experiments is fully pessimistic and models a disk-bound workload
whereas the second is (unrealistically) optimistic and models a workload in which RPC
processing is the bottleneck. We ignore the RAM bottleneck in these experiments

but consider it at the end of the section.

Each node reports how many reused TESTs it served over the last 5 seconds (if
too many arrive, the node’s kernel silently drops). Each experiment run happens at a
different TEST rate. For each run, we produce a value by averaging together all of the
nodes’ 5-second reports. Figure 3-2 graphs the positive response rate as a function
of the TEST rate. The left and right y-axes show, respectively, a per-node per-second
mean and a per-second mean over all nodes; the x-axis is the aggregate sent TEST
rate. (The standard deviations are less than 9% of the means.) The graph shows that
maximum per-node capacity is 400 reused TESTs/sec when the disk is the bottleneck
and 1875 reused TESTs/sec when RPC processing is the bottleneck; these correspond

to 800 and 3750 total TESTs/sec (recall that half of the sent TESTs are reused).

The microbenchmarks explain these numbers. The per-node disk capacity is given
by the disk benchmark. We now connect the per-node TEST-processing rate (3750
per second) to the RPC-processing microbenchmark (38,000 per second). Recall
that a TEST generates multiple GET requests and multiple GET responses (how many
depends on whether the TEST is fresh). Also, if the stamp was fresh, a TEST induces
a SET request, a PUT request, and a PUT response. Taking all of these “requests”

together (and counting responses as “requests” because each response also causes the
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node to do work), the average TEST generates 9.95 “requests” in this experiment (see
Appendix B for details). Thus, 3750 TEST requests per node per second is 37,312
“requests” per node per second, which is within 2% of the microbenchmark from
§3.2.3 (last row of Table 3.1).

One might notice that the CPU line in Figure 3-2 degrades after 1875 positive
responses per second per node (the enforcer’s RPC-processing capacity). The reason
is as follows. Giving the enforcer more TESTs and SETs than it can handle causes
it to drop some. Dropped SETs cause some future reused TESTs to be seen as fresh
by the enforcer—but fresh TESTs induce more GETs (r or r — 1) than reused TESTS
(roughly (r + 1)/2 on average since the portal stops querying when it gets a positive
response). Thus, the degradation happens because extra RPCs from fresh-looking
TESTs consume capacity. This degradation is not ideal, but it does not continue

indefinitely.

Scaling We now measure the enforcer’s capacity as a function of the number of
nodes, hypothesizing near-linear scaling. We run the same experiments as for 32
nodes but with enforcers of 8, 16, and 64 nodes. Figure 3-3 plots the maximum
point from each experiment. (The standard deviations are smaller than 10% of the
means.) The results confirm our hypothesis across this (limited) range of system
sizes: an additional node at the margin lets the enforcer handle, depending on the
workload, an additional 400 or 1875 TESTs/sec—the per-node averages for the 32-node
experiment.

We now view the enforcer’s scaling properties in terms of its request mix. Assume
pessimistically that all reused TEST requests cost a disk seek. Then, doubling the
rate of spam (reused TEST requests) will double the required enforcer size. However,
doubling the rate of non-spam (fresh TEST requests) will not change the required
enforcer size at first. The rate of non-spam will only affect the required enforcer size
when the ratio of the rates of reused TESTs to fresh TESTs matches the ratio of a single
node’s performance limits, namely 400 reused TESTs/sec to 1100 fresh TESTs/sec for

every GByte of RAM. The reason is that fresh TESTs are followed by SETs, and these
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Figure 3-2: For a 32-node enforcer, mean response rate to TEST requests as function
of sent TEST rate for disk- and CPU-bound workloads. The two y-axes show the
response rate in different units: (1) per-node and (2) over the enforcer in aggregate.
Here, r = 5, and each reported sample’s standard deviation is less than 9% of its
mean.

SETs are a bottleneck only if nodes see more than 1100 PUTs per second per GByte

of RAM; see Table 3.1.

3.2.5 Estimating the Enforcer Size

We now give a rough estimate of the number of dedicated enforcer nodes required to
handle current e-mail volumes. The calculation is summarized in Table 3.2. Some

current estimates suggest 84 billion e-mail messages per day [31] and a spam rate

100 billion e-mails daily (target from §1.1)
65% spam [42, 9]
65 billion disk seeks / day (pessimistic)
400 disk seeks/second/node (§3.2.3)
86400 seconds/day

1881 mnodes (from three quantities above)

Table 3.2: Estimate of enforcer size (based on average rates).
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Figure 3-3: Enforcer capacity under two workloads as a function of number of nodes
in the enforcer. The y-axis is the same as the right-hand y-axis in Fig. 3-2. Standard
deviations are smaller than 10% of the reported means.

of roughly 65% [42]. (Brightmail reported a similar figure for the spam percentage
in July 2004 [9].) We assume 100 billion messages daily and follow the lower bound
on capacity in Figure 3-3, i.e., every reused TEST—each of which models a spam
message—causes the enforcer to do a disk seek. In this case, the enforcer must do
65 billion disk seeks per day and, since the required size scales with the number of
disks (§3.2.4), a straightforward calculation gives the required number of machines.
For the disks in our experiments, the number is about 2000 machines. The required
network bandwidth is small, about 3 Mbits/s per node.

So far we have considered only average request rates. We must ask how many
machines the enforcer needs to handle peak e-mail loads while bounding reply latency.
To answer this question, we would need to determine the peak-to-average ratio of e-
mail reception rates at e-mail servers (their workload induces the enforcer workload).
As one data point, we analyzed the logs of our research group’s e-mail server, dividing
a five-week period in early 2006 into 10-minute windows. The maximum window saw

4 times the volume of the average window. Separately, we verified with a 14-hour
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n | tyae (S€c.)  tsim (sec.) buffer size (req.)
18.5 60 13.2 22.5K
6.05 300 60.5 1125K
4.03 600 100 2250K
2.70 1800 164 6750K
2.12 3600 248 13,500K

Table 3.3: The impact of enforcer over-provisioning on latency and buffer require-
ments. n is the over-provisioning factor, that is, the multiplier over the size required
for average rates; tp.. and tg;, are the maximum possible latency and maximum
simulated latency (from our group’s e-mail server data), respectively, in seconds.

test that a 32-node enforcer can handle a workload of like burstiness with worst-case
latency of 10 minutes. Thus, if global e-mail is this bursty, the enforcer would need
8000 machines (the peak-to-average ratio times the 2000 machines derived above) to

give the same worst-case latency.

There is a trade-off between the choice of enforcer size and the latency caused
by the buffering required to handle burstiness. To quantify this trade-off, we again
analyze our group’s e-mail server logs. For several different enforcer over-provisioning
factors, we determine: the maximum possibly latency, the actual latency caused by
a workload representative of our e-mail server’s workload,” and the required buffer
length (measured by the number of requests the buffer must store). These values
are presented in Table 3.3; with a 10-minute buffer enforcer as above, the maximum

response time is 100s, an acceptable latency for e-mail.

Global e-mail traffic is likely far smoother than one server’s workload. And spam
traffic may be smoother still: the spam in [33]’s 2004 data exhibits—over ten minute
windows, as above—a peak-to-average ratio of 1.9:1. Also, Gomes et al. [25] claim
that spam is less variable than legitimate e-mail. Thus, far fewer than 8000 machines
may be required. On the other hand, the enforcer may need some over-provisioning
for spurious TESTs, but we feel confident in concluding that the enforcer needs “a few

thousand” machines.

®We scale up the e-mail rates of our group’s server so that, for the selected maximum possible
latency t, the highest average rate over any interval of length ¢ is exactly the capacity of the enforcer.
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Figure 3-4: The Abilene network with link latencies. Background map with links
from [3]; latencies calculated manually from ping and traceroute data collected from
various Internet2-connected institutions.

3.2.6 Clustered and Wide-area Enforcers

To verify that the enforcer’s performance would not substantially worsen by being dis-
tributed over the wide-area Internet, we run an additional test on a testbed matching
the Abilene Internet2 point-of-presence (PoP) topology. 11 virtual PoPs each host
three enforcer nodes, one user node, and one router, all on a 100 Mbit/s VLAN.
The routers are then connected together in the same way as the Abilene network,
with link latencies as given in Fig. 3-4. This topology models a hypothetical United
States-based academic deployment, with each participating institution providing a
single enforcer node at its local Abilene PoP.

We run two sets of experiments on this new topology. In the first, the 11 user
nodes each run one instance of U. The Us in aggregate send TEST requests at a rate
of 19,200 TESTs/sec, half reused and half fresh; 19,200 TESTs/sec represents “typical”
non-overload use of the enforcer. Each U randomly selects a portal for each stamp

from the 33 enforcer nodes. The enforcer nodes run with caches disabled.
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As expected, spreading the enforcer’s nodes across a topology that introduces
per-link latency increases the enforcer’s response time. For the Abilene topology, the
average time for the enforcer to respond to a client is 372 ms (o = 164 ms), compared

to 51.8 ms (o = 122 ms) for a monolithic enforcer.

In the second set of experiments on the Abilene topology, the Us generate request
rates from 50,000 to 150,000 fresh and reused TESTs/sec in aggregate, and the enforcer
nodes run with caches large enough to hold all SET stamps. As expected, the new
topology does not degrade the enforcer’s aggregate CPU-bound throughput, which is
the expected 33 - 3750 = 123, 750 fresh and reused TESTs/sec.

Finally, we also examine the extent to which using DCCP instead of UDP for
internal RPCs impacts performance; a microbenchmark experiment with a 2-node
enforcer suggests that DCCP may reduce RPC processing capacity by up to 30%,
however, DCCP does not impact the enforcer’s disk and memory bottlenecks, and

thus our estimate of the required enforcer size remains unchanged.

3.2.7 Avoiding “Distributed Livelock”

We now briefly evaluate the scheme to avoid livelock (from §2.2.3). The goal of
the scheme is to maximize correct TEST responses under high load. To verify that
the scheme meets this goal, we run the following experiment: 20 U instances send
TEST requests (half fresh, half reused) at high rates, first, to a 32-node enforcer with
the scheme and then, for comparison, to an otherwise identical enforcer without the
scheme. Here, r = 5 and the nodes’ caches are enabled. Also, each stamp is used
no more than twice; TESTs thus generate multiple GETs, some of which are dropped
by the enforcer without the scheme. Figure 3-5 graphs the positive responses as a
function of the sent TEST rate. At high sent TEST rates, an enforcer with the scheme
gives twice as many positive responses—that is, blocks more than twice as much

spam—as an enforcer without the scheme.
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Figure 3-5: Effect of livelock avoidance scheme from §2.2.3. As the sent TEST rate
increases, the ability of an enforcer without the scheme to respond accurately to
reused TESTs degrades.

3.2.8 Limitations

Although we have tested the enforcer under heavy load to verify that it does not
degrade, we have not tested a flash crowd in which a single stamp s is GETed by
all (several thousand) of the enforcer nodes. Note, however, that handling several
thousand simultaneous GETs is not difficult because after a single disk seek for s, an
assigned node has the needed key-value pair in its cache.

We have also not addressed heterogeneity. For static heterogeneity, i.e., nodes that
have unequal resources (e.g., CPU, RAM), the bunker can adjust the load-balanced
assignment of keys to values. Dynamic heterogeneity, i.e., when certain nodes are
busy, will be handled by the enforcer’s robustness to unresponsive nodes and by the

application’s insensitivity to latency.
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Chapter 4

Trade-offs in “Distributed Livelock

Avoidance”

In this chapter, we consider several different prioritization schemes for “livelock avoid-
ance.” Recall that the scheme presented in §2.2.3 considered TEST and SET requests
to form a single class; here, we consider prioritization schemes in which TEST or SET
has a higher priority than the other.

Throughout this chapter, our goal is to maximize the rate of blocked spam; we do
not concern ourselves with latency or even “not found” responses to TESTs, as the
current implementation treats a “not found” response in the same way as no response
at all.

We focus our attention on the external RPCs, TEST and SET, and assume that
any generated internal RPCs and their responses will be admitted. We consider three
possible prioritization schemes based on packet type and one based on packet content.
To evaluate the different schemes, we consider two overload conditions. In the first,
every reused stamp is the same stamp, which nodes (unrealistically) do not cache. In
the second, each “reused” stamp is used exactly twice.

For the rest of this chapter, we let L (for “load”) be the sent TEST rate, a fraction s
of which is for reused stamps. R is the enforcer’s RPC capacity, and 7 is its replication
factor. For simplicity, we assume that r is small compared to the enforcer’s size, and

we ignore the probability that TESTs and SETs occur at assigned nodes.
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4.1 Repeated Use of a Single Stamp

In this section, we consider an overload scenario in which all reused TESTs are for the
same stamp, and that this stamp is already stored on at least 1 assigned node.
Recall from §2.2 that an admitted fresh TEST generates r GETs and r GET re-

sponses, and that a reused TEST generates T’T“

GETs and ! GET responses in ex-
pectation; a fresh TEST further induces 1 SET, 1 PUT, and 1 PUT response. (See
Appendix A for a detailed analysis.)

Thus, an admitted fresh TEST will generate a total of 1 + 17 +r = 2r + 1 RPCs,
and, if the subsequent SET is admitted, 3 additional RPCs, including the TEST itself.
An admitted reused TEST will generate a total of 1 + % + T’T“ =r+ 2 RPCs, and

will never induce a SET.

4.1.1 TEST = SET

We first consider the prioritization scheme in which TESTs and SETs are served in
a round-robin manner by the enforcer, as described in §2.2.3. To determine how
the fraction of blocked spam is affected by overload, we first calculate the enforcer’s
capacity and then analyze what happens as the TEST rate is increased.

At capacity, every sent TEST and SET is admitted (note that our assumption that
all GETs and PUT successfully complete guarantees that any admitted TEST or SET

will be successfully completed). The enforcer’s capacity is thus given by the invariant

R=L(1—-s)2r+1+3) + Ls(r+2).

~
fresh reused

To determine the capacity (rate of blocked spam), we must find Ls:

Rs
(1—5)2r+4)+s(r+2)

Ls =

As we increase L past this limit, the enforcer will begin to drop fresh TESTs, reused

TESTs, and SETs, all at the same rate; let () be the fraction of TESTs and SETs that
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are admitted. Note, however, that the number of generated SETs does not increase
with L but instead with the rate of admitted TESTs. Thus if @ - L(1 — s) fresh TESTs
are admitted, we expect Q? - L(1 — s) SETs to be admitted, as each generated SET
is admitted with probability ). The exact relationship between ) and L can be
determined, but for now we note that ) approximately decreases with 1/L. In the

limit as ) approaches 0, the number of admitted SETs approaches 0, and thus the

Rs
1—s)(2r+1)+s(r+2)

number of admitted reused TESTs approaches (

4.1.2 TEST < SET

We next consider a scheme in which TESTs precede SETs, that is, a scheme that

Rs
(1—s)(2r+4)+s(r+2) "

prioritizes TESTs over SETs. As before, capacity is given by Ls =
However, under this scheme, increasing the rate of sent TESTs now causes TESTS to
be selected over SETs. Under our stamp reuse assumptions (one stamp reused many

times; that stamp is already SET), SETs are irrelevant. Thus, the maximum TEST

Rs

T @007 the same as in the

capacity is when SETs are dropped and Ls =

TEST = SET case.

4.1.3 TEST = SET

Now we consider a scheme that prioritizes SETs over TESTs. Capacity is again given

by Ls = e fj) =0T but now increasing the TEST rate will cause the enforcer

to drop fresh and reused TESTs but not SETs, and thus the number of admitted

TESTs and SETs does not change. In the limit as L. — oo, then, capacity remains

Rs
(1—=s)(2r+4)+s(r+2) °

To maximize capacity in the case when all reused TESTs request the same stamp,
thus, the enforcer should prioritize TESTs over SETs; at a high level this is true because
SETs do not improve the enforcer’s ability to respond to reused TESTs. However,
if SETs are necessary—we consider this case below—prioritizing TESTS may prove

disastrous.
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4.2 Stamps Used At Most Twice

If stamps are each used at most twice—as we assume in most of Chapter 3—ensuring
that the enforcer admits SETs becomes much more important. As before, an admitted
fresh TEST generates r GETs and r GET responses, and 1 SET, which itself generates
a PUT and a PUT response. An admitted reused TEST, however, is not so simple. Let
Q:, Qs be the fraction of TESTS, SETs that the enforcer admits. Then, a reused TEST’s
stamp will have been previously stored with probability Q;-Qs, as with probability @,
the first TEST was admitted, and with probability (), the SET was admitted. Thus,
a reused TEST generates % GETs and GET responses with probability Q; - Qs. With
probability 1 — Q; - Q)s, a reused TEST generates » GETs and GET responses, and then
further generates a SET. Since SETs are admitted with probability (), our invariant

18:

R=0Q LA—=s)(1+2r+Qs-3)+Q Ls[1 + QQs(r +1) + (1 — QuQs)(2r + Qs - 3)]
(4.1)

Given this invariant, the rate at which the enforcer blocks spam is LsQ; - Q;Qs.

4.2.1 TEST = SET

Now consider again the prioritization scheme in which TESTs and SETs are served

in a round-robin manner. Under this scheme, ), = @, which for simplicity we

now call (). Solving equation 4.1 for ) = Qs = @, is non-trivial, but fortunately

unnecessary. Observe that when () is small, which intuitively must occur when L is
1

large, @ o< 7. Thus the amount of blocked spam is Ls@? 7z, and in the limit

L — oo, 75 approaches 0.

4.2.2 TEST < SET

If TESTs are preferred over SETs, the behavior when L approaches infinity can be

intuitively determined: no SETs will be admitted, and as a consequence no spam will

be blocked.
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4.2.3 TEST = SET

If SETs are preferred over TESTs, however, the behavior is more complex. We can
first simplify by noting that Q)3 = 1. Under legitimate use, a client will only generate
a SET after receiving a response to a TEST, and thus for any SETs to be generated,
some TESTs must be admitted, which can only occur if all SETs are admitted. The
total quantity of spam blocked is LsQ; - Q;, the number of admitted reused TESTS
times the probability that the original TEST for a reused TEST’s queried stamp was

admitted. Beginning with equation 4.1, we derive:

R = Q- -L(1—5)(142r+3)+ Q- Ls[1+Qu(r+ 1)+ (1—Q;)(2r +3)]

0 = R—QL[1+2r+3)]+Q?Ls[r+2]
L(1+2r+3) £ /L*(1 +2r + 3)>2 — 4(R)Ls(r + 2)

@ = 2Ls(r + 2)
(1+2r+3) £ \/(1 +2r+3)2 — L4(R)s(r +2)
@ = 2s(r +2)

Once again, as L — oo, Q; — 0, and lim_.,LsQ; - Q; = 0.

This result is also intuitive: the probability that a single stamp’s fresh and reused
TESTs both succeed approaches 0 as the fraction of TESTs that are admitted ap-
proaches 0. Note, however, that under slight overload, as when L is not much greater
than capacity, the amount of blocked spam is greater than in the TEST = SET case;
see Figure 4-1.

What conclusions can we draw from these results? First, we see that if the
stamps being TEST during overload are also those being SET—as in a chronic over-
load condition—the ability of the enforcer to block spam suffers dramatically, but that
preferring SETs over TESTs helps the enforcer block spam if the overload is not too
great. However, if the overload concerns stamps that have been SET before overload
began—as in §4.1 above—preferring TESTs over SETs yields a small improvement.

Note that the analysis presented here only considers how the enforcer performs
during overload, and not the effects of the chosen priority scheme after the overload

has passed; SETs are a more important consideration if we concern ourselves with
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Figure 4-1: Comparing capacity of the TEST = SET (solid line) and TEST > SET
(dashed line) priority schemes, for a hypothetical enforcer with RPC capacity of 100
RPCs/sec. s, the fraction of TEST for reused stamps, varies between 0.1 and 0.5.

TESTs for stamps SET during the overload. However, note that a missed SET during

overload will result in at most one reuse after the overload has passed.

4.3 Prioritizing Based on Content

Finally, we consider an alternate prioritization scheme, where packets that contain
more “information” (“content”) are prioritized. To begin, we must ask: which packets
contain the most information? Consider GET requests and GET responses. Recall
that a TEST causes a portal to generate up to r GETs, stopping only after hearing a
“found” response. Thus, a “not found” GET response causes the same behavior as a
GET timeout; the “not found” response contains redundant information, and could
be omitted (at the cost of increased latency). Consider also PUTreplies: these packets
do not cause any action by the enforcer software, and could also be dropped without
consequence.

Thus the number of RPCs generated by fresh and reused TESTs is decreased: a
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fresh TEST now generates 1(TEST) +r(GET) + 1(SET) + 1(PUT) = 3+ RPCs instead
of 1(TEST) + 2r(GET, resp.) + 1(SET) + 2(PUT,resp.) = 4 + 2r RPCs. Similarly, a
reused TEST now generates 1 + = + 1 = 2 + =& RPCs instead of (r + 2) RPCs.
These savings mean that the capacity of the enforcer under overload is increased from

_ Rs
Ls = =)@ 41072 ©

Rs
(1—s)(r+3)+s(=t+2)

Ls =

For r = 5,5 = 0.5, the conditions used in most of §3.2, this corresponds to an
increase in RPC capacity of 62%.

The analysis from the packet type-based prioritization schemes still applies on top
of content-based prioritization, which can be thought of as simply a mechanism for

decreasing the number of RPCs generated by TESTs and SETs.
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Chapter 5

Related Work

As the number of proposed spam control measures approaches oo, placing one’s own
approach in context becomes more and more difficult. My focus in this thesis has
been on the distributed system facet of DQE; for completeness, I excerpt the spam
control section of [59]’s related work, and then focus on related distributed systems

and analyses.

5.1 Spam Control

Spam filters (e.g., [54, 28]) analyze incoming e-mail to classify it as spam
or legitimate. While these tools certainly offer inboxes much relief, they
do not achieve our top-level goal of reliable e-mail (see §1). Moreover,
filters and spammers are in an arms race that makes classification ever
harder.

The recently-proposed Re: [24] shares our reliable e-mail goal. Re: uses
friend-of-friend relationships to let correspondents whitelist each other
automatically. In contrast to DQE, Re: allows some false positives (for
non-whitelisted senders), but on the other hand does not require globally
trusted entities (like the quota allocators and bunker, in our case). Tem-
pleton [57] proposes an infrastructure formed by cooperating ISPs to han-

dle worldwide e-mail; the infrastructure throttles e-mail from untrusted
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sources that send too much. Like DQE, this proposal tries to control vol-
umes but unlike DQE presumes the enforcement infrastructure is trusted.
Other approaches include single-purpose addresses [32] and techniques by
which e-mail service providers can stop outbound spam [27].

In postage proposals (e.g., [23, 49]), senders pay receivers for each e-
mail; well-behaved receivers will not collect if the e-mail is legitimate.
This class of proposals is critiqued by Levine [37] and Abadi et al. [1].
Levine argues that creating a micropayment infrastructure to handle the
world’s e-mail is infeasible and that potential cheating is fatal. Abadi et al.
argue that micropayments raise difficult issues because “protection against
double spending [means| making currency vendor-specific .... There are
numerous other issues ... when considering the use of a straight micro-
commerce system. For example, sending email from your email account
at your employer to your personal account at home would in effect steal
money from your employer” [1].

With pairwise postage, receivers charge CPU cycles [20, 10, 5] or mem-
ory cycles [2, 19] (the latter being fairer because memory bandwidths are
more uniform than CPU bandwidths) by asking senders to exhibit the
solution of an appropriate puzzle. Similarly, receivers can demand human

attention (e.g., [55]) from a sender before reading an e-mail.

Abadi et al. pioneered bankable postage [1]. Senders get tickets from
a “Ticket Server” (TS) (perhaps by paying in memory cycles) and attach
them to e-mails. Receivers check tickets for freshness, cancel them with
the TS, and optionally refund them. Abadi et al. note that, compared
to pairwise schemes, this approach offers: asynchrony (senders get tickets
“off-line” without disrupting their workflow), stockpiling (senders can get
tickets from various sources, e.g., their ISPs), and refunds (which conserve
tickets when the receiver is friendly, giving a higher effective price to

spammers, whose receivers would not refund).

DQE is a bankable postage scheme, but TS differs from DQE in three
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ways: first, it does not separate allocation and enforcement (see §1);
second, it relies on a trusted central server; and third, it does not pre-
serve sender-receiver e-mail privacy. Another bankable postage scheme,
SHRED [36], also has a central, trusted cancellation authority. Unlike
TS and SHRED, DQE does not allow refunds (letting it do so is future
work for us), though receivers can abstain from canceling stamps of known
correspondents. . . .

Goodmail [26]—now used by two major e-mail providers [16]—resembles
TS. (See also Bonded Sender [8], which is not a postage proposal but has
the same goal as Goodmail.) Goodmail accredits bulk mailers, trying to
ensure that they send only solicited e-mail, and tags their e-mail as “cer-
tified”. The providers then bypass filters to deliver such e-mail to their
customers directly. However, Goodmail does not eliminate false positives
because only “reputable bulk mailers” get this favored treatment. More-
over, like TS, Goodmail combines allocation and enforcement and does

not preserve privacy.

5.2 Related Distributed Systems'

As a distributed storage service, the enforcer shares many properties with DHTs and
other distributed storage systems. Indeed, an early design used a DHT in the enforcer,
but we discovered that a DHT’s goals do not perfectly match the enforcer’s [6]. Many
DHTs (see, e.g., [56, 51, 63, 48]) are designed for large systems with decentralized
management of membership and of peer arrivals and departures; in contrast, the
enforcer is small and is assumed to have low churn. As a result, the enforcer can
have static membership (provided by the bunker), allowing for mutually untrusting
nodes that can focus on handling requests instead of routing them. This is not to
say that all DHTs must have mutually trusting nodes; for example, Castro et al. [11]

propose a mechanism for handling nodes that route for each other and are mutually

IThis section is modeled on §4.3 and §7 of [59)].
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untrusting, but with high complexity. Further, one-hop DHTs [29, 30] do away with
routing altogether, but membership information must still be propagated in a trusted

manner.

Static configuration is common in the replicated state machine literature; see,
e.g., [12, 52]. The BAR model [4] and Rosebud [50] both assume (as DQE does) that
configuration is conducted by a trusted party. Byzantine quorum solutions also make
use of static configuration; see, e.g., [39, 40]. The enforcer differs from these systems
by tolerating faults without mechanism beyond the bunker. Enforcer nodes do not
keep track of which other nodes are up, nor do nodes or clients attempt to protect

data; fault-tolerance is possible because of our application’s insensitivity to lost data.

Additionally, while many of these systems use TCP connections between nodes
in the wide-area, a few propose new protocols for inter-node communication. For
example, DHash++ [17] uses an alternative non-TCP congestion control protocol, the
Striped Transport Protocol (STP). STP is designed to take advantage of DHash++'s
distribution of data segments among nodes; nodes send requests to many peers and
receive their responses simultaneously, reducing latency. Unlike TCP’s per-connection
state, each node using STP maintains a single window for outstanding requests, under
the assumption that congestion will occur on or near an edge link. However, STP
provides semantics not useful to DQE: enforcer nodes issue requests serially, and

(unlike DHash++) data from just a single node suffices to respond to the client.

There is also work related to the livelock avoidance scheme from §2.2.3 and Chap-
ter 4. First, there is a lot of work that addresses overload conditions in general;
much of this work uses fine-grained resource allocation to prevent servers from being
overloaded (see SEDA [62, 61|, LRP [18], and Defensive Programming [46] and their
bibliographies). Additional work focuses on clusters of identical servers and how to
balance load among them (see Neptune [53] and its bibliography). However, all of
this research focuses on management of single hosts; the livelock avoidance scheme we

propose concerns single requests that require the resources of many separate hosts.
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5.3 Related Measurement Work

There is both academic and anecdotal work dealing with spam and e-mail volumes
and trends. Gomes et al. [25] analyze size and time distribution in both spam and
legitimate e-mail at Federal University of Minas Gerais in Brazil; as mentioned in
§3.2.5, they claim that spam arrival rates have a peak-to-average ratio of 2.3 using
1-hour granularity (compared to 5.4 for non-spam). They also compare spam and
non-spam message sizes and recipient counts, and find that spam is once again less
variable than non-spam. Jung and Sit [33] analyze spam trends in the context of DNS
blacklists, finding that the distribution of SM'TP connections from spam-sending hosts
has become more heavy-tailed in that time (suggesting that blacklists may become
less effective); they generously provided their data for us to use in determining peak-

to-average rates in spam data entering MIT’s networks.

Work on e-mail use includes: Bertolotti and Calzarossa [7] analyze interarrival
time and message size distributions for e-mail, and additionally consider e-mail server
use by local POP and IMAP clients; they find that no one distribution well-models
e-mail interarrival times, but that the tail is best modeled by a Pareto distribution,
while the body is best modeled by a Weibull distribution. Pang et al. [43] analyze
e-mail use in the context of all traffic in a medium-sized organization, and find that
most WAN SMTP connections last around 1.5-6 seconds and transfer under 1 MByte
of data. Many studies (see, e.g., [7, 58]) also discuss the correlation between spam

and the number of messages sent per SMTP connection.

Anecdotal studies of the costs of spam include those discussed in the introduction
([15, 14]), claiming that false positives will cost U.S. businesses about $419 million
in 2008. As a testament to the variability of estimation, however, another study
([22]) claims that blocked legitimate e-mail cost U.S. businesses $3.5 billion in 2003;
anecdotal spam volume studies include [9, 47, 42|, claiming anywhere from 60 billion

to 140 billion messages sent in 2004.

Finally, there is also related work on measurement and simulation. Paxson and

Floyd [44] suggest that incoming connection arrivals can be well-modeled by Poisson
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processes (even though packet arrivals more generally cannot be); in fact, the software
we use to test the enforcer generates requests by a Poisson process. The QoS literature
contains studies of peak-to-average traffic rates in the context of their impact on total
delay: for example, Clark et al. [13] claim that buffering helps reduce provisioning

when the workload size is not heavy-tailed, as is the case in our application.?

2E-mail use (e.g., volume in bytes) may be heavy-tailed, but the TEST and SET requests of the
enforcer are of constant size.
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Chapter 6

Conclusions

Our aim is to show that the technical problems surrounding an e-mail quota system
are solvable. To this end, we present the design, implementation, and evaluation of
DQE, a quota system with enforcer that has the properties we initially set out in
Chapter 1: scalability, resilience to faults and attacks, high-throughput, and mutual
distrust between nodes.

In this work, we show that an enforcer composed of just a few thousand dedi-
cated, mutually untrusting nodes can handle stamp queries at the rate generated by
the volume of the world’s e-mail. The enforcer’s simplicity—mnodes do not maintain
neighbor state, manage replicas, or even trust each other—helps convince us of its
practicality.

My main focus in this thesis has been on the evaluation of DQE, with three main
results. First, the enforcer is high-performance: running our software, a single node
is capable of handling over 38,000 RPCs/sec. Second, the enforcer scales well with
size: all else being equal, an enforcer with twice as many nodes will handle twice as
many requests. Third, the enforcer is resistant to faults: with up to 20% of its nodes
“bad”, the enforcer is still able to limit stamp use to 1.5 uses/stamp on average.

I separately present an analysis of different prioritizations for our livelock avoid-
ance scheme, and show that—regardless of priority—the scheme is effective at han-
dling transient overload: chronic overload severely degrades the enforcer’s ability to

block spam.
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Future work for our team includes further analysis of “distributed livelock avoid-
ance”, including the development of a library to be used by future distributed system

engineers in helping their designs handle transient overload.
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Appendix A

Relating Microbenchmarks to

System Performance

In this appendix,! we calculate how many RPCs are induced by a TEST in expectation.

Claim 1 The average number of RPCs per TEST in the 32-node enforcer experiments

described in §3.2.4, in which 50% of TEST requests are “fresh”, is 9.95.

Proof:

Recall from §3.2.4 that the 32-node enforcer is configured with replication factor
r = 5. On receiving a fresh TEST, the portal must contact all 5 assigned nodes for the
stamp. With probability 5/32, the portal is an assigned node for the stamp, and one
of the GETs will be local. Thus, we expect a fresh TEST to generate % ~4+%~5 =4.84
GET requests and GET responses. (Note that a request and a response both cause the
CPU to do roughly the same amount of work, and thus an RPC response counts as
an RPC in our calculations.) A fresh TEST will also be followed by a SET that will
in turn cause both a PUT and a PUT response with probability 31/32 = 0.97. (With
probability 1/32, the portal is one of the assigned nodes and chooses itself as the node
to PUT to, generating no remote PUT.)

A reused TEST generates no subsequent SET, PUT request, or PUT response. In

addition, for reused TESTs, the number of induced GETs is less than in the fresh

!The contents of this appendix appear in [60].
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RPC type Fresh Reused Average
TEST 1.0 1.0 1.0
GET 4.84  2.64 3.74
GET resp. 4.84 2.64 3.74
SET 1.0 0 0.5
PUT 097 0 0.485
PUT resp. 0.97 0 0.485
| Total RPCs/TEST 9.95 |

Table A.1: RPCs generated by fresh and reused TESTSs.

TEST case: as soon as a portal receives a “found” response, it will not issue any more
GETs. The exact expectation of the number of GETs caused by a reused TEST, 2.64,
is derived below.

The types and quantities of RPCs generated are summarized in Table A.1; the
average number of RPCs generated per TEST assumes that 50% of TESTs are fresh
and 50% are reused, as in the experiment from §3.2.4. Thus the expected number of

RPCs generated by a single TEST is:

1 5 27 5 27 31 31
1. || =4+ =" 2.64 — 44— 264 +1+—=+—=| =09.
O—|—2 [(32 +32 5) +2.64 + <32 —|—32 5) +2.64 + —1—32+32 9.95

Claim 2 A reused TEST generates 2.64 GETS on average.

Proof:
The number of GETs generated by a TEST for a reused stamp depends on the
circumstances of the stamp’s original SET: did the SET occur at an assigned node,

and if so, did it induce a remote PUT? Note that, for any stamp, 27 of the 32 enforcer

27

%5, a SET will be to an

nodes will not be assigned nodes. Thus, with probability
non-assigned node, and the stamp will be stored at both an assigned node and a non-
assigned node (event Ay). If the SET occurs at an assigned node (with probability ),

then % of the time the node will choose itself as the recipient of the PUT (event As,

1

with overall probability é . 3% = 32), and the stamp will only be stored at that single,

assigned node; % of the time, the node will choose another assigned node (event As,
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Name P(A;) stamp originally SET at . ..
Ay 27/32 ...anon-assigned node

Ay 1/32 ...an assigned node, no further
PUTS

As 4/32 ...an assigned node, 1 additional
PUT

Table A.2: Possible SET circumstances.

Name stamp queried (TESTed) at ...
By ...a node storing the stamp
By ...an assigned node not storing the stamp
B3 ...an non-assigned node not storing the
stamp

Table A.3: Possible reused TEST circumstances.

with overall probability % . 3% = %), and the stamp will be stored at two assigned
nodes. We summarize the three possible circumstances in Table A.2. Note that the

events A; are collectively exhaustive.

The number of GETs caused by a TEST for a reused stamp also depends on the
circumstances of the TEST: is the queried node storing the stamp, and if not, is the
node one of the stamp’s assigned nodes? There are again three possible circumstances:
the TEST is sent to some node storing the stamp (event Bj); the TEST is sent to an
assigned node not storing the stamp (event Bs); the TEST is sent to a non-assigned
node not storing the stamp (event Bj). These events are summarized in Table A.3;

they are also collectively exhaustive.

Now, let C(A;, B;) count the number of GET RPCs that occur when events A;
and B; are true. Values of C(A;, B;) are easy to determine. First consider event
By: the TEST is sent to a node already storing the stamp. In this case, there will
be no remote GETs regardless of the original SET’s results. Next, consider event
By: the TEST is sent to an assigned node not storing the stamp; now, events A;
and As both cause a single assigned node to store the stamp, and thus, in either
case, we expect the portal to send 2 (of » — 1 = 4 possible) GETs. However, event As
causes the stamp to be stored on two assigned nodes, and we expect the portal to send

(3)-1+(1—3) (3)-2+(1—3) (1 —2) (1)-3 =1+2 cETs. Finally, consider event Bj:
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C(4,B) | A4 4, A
B, 0 0 0
B, 25 25 (1+2/3)
By 3 3 2

Table A.4: Values of C'(4;, B;), the expected number of RPCs generated by a TEST
when A; and B, are true.

P(B; [A) | A A, A
B 2/32 1/32  2/32
B, 4/32  4/32  3/32
B 26/32 27/32 27/32

Table A.5: Conditional probabilities P(B; | A;).

the TEST is set to a non-assigned node not storing the stamp. If the stamp is stored on
a single assigned node (events A, Ay), we expect the portal to send 3 (of 5 possible)
GETs; if the stamp is stored on two assigned nodes (A3), we expect the portal to send

B 1+ 1=-HE) 2+ 0-PA-D )3+ (0-H - -DW)-1=2

GETs. We summarize the values of C(A;, B;) in in Table A.4.

Now we can construct an expression for the expected number of RPCs generated

by a reused TEST, which we call C"

3 3

C'=>") C(A; B))-P(A;i ABy). (A1)

j=1 i=1

To calculate this expression, we use P(4; A B;) = P(B; | 4;) - P(4;). We know
the value of each P(A4;), so we are left with finding each P(B; | A;). We begin by
considering the stamps originally SET at a non-assigned node (event A;), which are
now stored at one assigned node and one non-assigned node. Given event A;, there
are 2 nodes storing the stamp, 4 assigned nodes not storing the stamp, and 26 non-
assigned nodes not storing the stamp. The probability of sending a TEST to nodes
in these three classes, which correspond to events By, Bs, and Bj, respectively, are
simply 2/32, 4/32, and 26/32. The same method can be used to find the conditional

probabilities given A, and Ajs; we present these values in Table A.5.
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Combining the values of C'(4;, B;) with the joint probabilities, we compute, from
equation (A.1), C' = 2.64.
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Appendix B

Exact Expectation Calculation in

“Crashed” Experiment

In this appendix,’ we derive an exact expression for expected stamp use in the
“crashed” experiment from §3.2.2. (The expression is stated in footnote 4.) Recall
from that section that n is the number of nodes in the system, p is the probability a
machine is “bad” (i.e., does not respond to queries), m = n(1 — p) is the number of

“up” or “good” machines, stamps are queried 32 times, and r, the replication factor,

is 3.

Claim 3 The expected number of uses per stamp in the “crashed” experiment from §3.2.2

18:

(1=p)°(1) +3p*(1 = p)a + 3p(1 — p)*B +p’m <1 - <m7_1)32> , for
) ()

!The contents of this appendix appear in [60].
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Proof:

To prove this claim, we consider 4 cases: 0 of a stamp’s 3 assigned nodes are good;

1 is good; 2 are good; all 3 are good.

Let U(s) be the number of times a stamp s is used. We calculate the expected
value of U(s) in each of the four cases. The first case is trivial: if all of s’s assigned
nodes are good (which occurs with probability (1—p)?), the stamp will be used exactly

once.

Next, to determine E[U] for stamp with no good assigned nodes (probability p?),
we recall the facts of the experiment: stamps are queried 32 times at random portals,
and once a stamp has been SET at a portal, no more reuses of the stamp will occur
at that portal. Thus, the expected number of times that s will be used, if none of
its assigned nodes is good, is the expected number of distinct bins (out of m) that
32 random balls will cover. Since the probability a bin isn’t covered is (m—_1)32, the

m

expected value of U(s) in this case is:
1\ 2
m <1 — (L) ) .
m

We now compute the expected number of stamp uses for stamps with one or two

good assigned nodes. In either case:

E[U] = 1-P (exactly 1 use)+2-P (exactly 2 uses) + - - -

For stamps with one good assigned node (probability (1—p)p?) there are two ways
for the stamp to be used exactly once: either, with probability %, the stamp is TEST
and then SET at the one good assigned node, or, with probability (mT_l) %, the pUT
generated by the SET is sent to the good assigned node. (The latter probability is the
product of the probabilities that the TEST and SET are sent to a node other than the
good assigned node and that the resulting PUT is sent to the good assigned node.)

Thus, P (ezactly 1 use) = = + (2=1) 1.

“m m 3
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If the stamp is used exactly twice, then the stamp was not stored at its good

mT_l) 2. To calculate the

assigned node on first use; this occurs with probability ( 3

probability that the second use is the last use, we apply the same logic as in the

_1
m—1"

exactly 1 use case. Either, with probability the stamp is TEST and SET at the
good assigned node (m — 1 because there has already been one use, so one of the m
nodes already stores the stamp, and thus a TEST at that node would not have resulted

in this second use), or, with probability (z—j) %, the PUT generated by the SET is

sent to the good assigned node. Thus, P (ezactly 2 uses) = (m_l) 2 [ 14 (m—2) l}.

m 3 Lm—1 m—1/ 3
By the same logic, a third use only happens if the first and second uses do
not store the stamp on the good node, and the third use is the last use if it re-
sults in the stamp being stored on its good assigned node: P (exactly 3 uses) =

(mnzl) % (z:f) % [m1_2 + (Z:;’) %] A pattern emerges; cancellation of terms yields

an expression for the general case: P(ezactly i uses) = (%)i_l % (1 + m?)_l)

Thus we have an expression for the expected number of uses for stamps with one

good node:

E[U] = iz (%)_l% (1 + m; Z) (B.1)

i=1

A similar argument applies to stamps with two good nodes (probability (1—p)?p),
except we begin with P (ezactly 1 use) = %—l— (mT—2) % The % term replaces % because
a TEST and SET to either of the (now two) good assigned nodes will result in exactly
1 use, and % replaces % because the SET’s PUT now has a % chance of reaching a good

assigned node.

To get P (exactly 2 uses), we follow similar logic as before. The first use is not the

last with probability (mT—2) %, as the stamp is SET to a non-assigned node with proba-

bility mT—2 and PUT to a bad node with probability % Then, the second use is the last
with probability —2= + (2=3) 2 and P (ezactly 2 uses) = ("=2) 1 [-25 + (2=2) 2].

37 m m—1 m—1

Continuing, P (ezactly 3 uses) = (m_Q) 1 (m_g) 1 [ 2+ (m_4) %] Again, a pat-

m 3 \m—-1/ 3 Lm—2 m—2

tern emerges, and cancellation yields P(ezactly i uses) = (%)i_1 m&_—ii) (2+2(m— (i +1))).

Thus, the expected number of uses for a stamp with two good nodes is:

65



E[U] = mz_lz (%)H % (2 + %(m — i+ 1))) (B.2)

i=1

Note that for equations B.1 and B.2, the summation begins with the first use
(¢ = 1) and ends with the stamp being on as many nodes as possible (i = m or
i=m—1).

Letting

m 92 i—1 1 .
a = ZZ <§> - (1 + %) (from equation B.1), and

i=1

m—1 i—1 .
g = i (%) % (2 + g(m — (i + 1))) (from equation B.2),
i=1

we get the claim, which justifies the expression from footnote 4 of Chapter 3.
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