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ABSTRACT

The throughput of a wireless network is often limited by
interference caused by multiple concurrently active nodes.
The conventional approach of using a “one-transmission-at-
a-time” MAC protocol to combat interference leads to a sig-
nificant loss of achievable throughput compared to schemes
such as interference cancellation that keep all transmitters
active simultaneously. Unfortunately, interference cancella-
tion incurs significant computational complexity, and cannot
be implemented with commodity hardware.

In this paper, we propose a practical approach for improv-
ing the throughput of interfering nodes using variable-width
frequency allocation. We show that variable-width channels
provide significant theoretical capacity improvements, com-
parable to interference cancellation for infrastructure net-
works. We design an algorithm that reduces interference by
assigning orthogonal variable-width channels to transmit-
ters. We evaluate a prototype implementation of this algo-
rithm on an outdoor wireless network with ten long-distance
links configured into point-to-point and point-to-multipoint
topologies. We observe a throughput improvement of be-
tween 30% and 110% compared to the existing fixed-width
channel allocation.

1 INTRODUCTION

Our goal is to build wireless networks with high aggregate
throughput. So, extracting transmission concurrency is es-
sential. But there is a trade-off: higher concurrency generally
means higher interference. Previous work has been in one
of two areas: MAC protocols that attempt to extract concur-
rency, and interference cancellation and its variants [8, 11].

For 802.11 networks, existing MAC protocols such as
CSMA, Time-Based Fairness (TBF) [19] and CMAP [21]
regulate concurrent transmissions carefully to ensure that
collisions resulting from interference remain low. They al-
low only one transmitter to be active within a given chan-
nel at any time there is a risk of interference (i.e., when-
ever concurrent transmissions result in either packet being
lost). However, serializing interfering transmissions imposes
a fixed upper bound on the aggregate throughput, regardless
of the number of interfering transmitters. Therefore, the av-
erage throughput per transmitter decreases with the number
of interfering transmitters.

In contrast, interference cancellation (IC) deals with dis-
tinguishing between concurrently transmitted signals by de-
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modulating and decoding all the interfering signals simulta-
neously. The theoretical concepts behind IC were developed
in the 1960s [7, 18], especially in the context of spread-
spectrum systems. Recently, researchers have investigated
IC and related alternatives such as interference alignment
and ZigZag decoding to mitigate the problems caused by in-
terference [4, 8, 11]. Unfortunately, such receivers involve
significant complexity because separating overlapping sig-
nals requires considerable signal processing. Moreover, the
running time of such algorithms grows at least linearly with
the number of concurrent transmissions a receiver overhears,
none of which might ultimately be intended for the receiver.

In this paper, we ask the following question: is it possi-
ble approximate the optimal throughput provided by IC us-
ing simpler techniques, and, if so, under what conditions?
We demonstrate a spectrum allocation algorithm that assigns
variable-width channels to transmitters and keeps all trans-
mitters active concurrently, thereby achieving a higher ca-
pacity than any fixed-width channel assignment scheme such
as CSMA or TBF. Our result suggests that we should control
interference while maintaining high concurrency.

The allure of using variable-width channels to control
interference is that commodity wireless chipsets, such as
Atheros and PRISM, support variable-width channels rang-
ing from at least 5 MHz to 40 MHz [12, 13]. Recently,
Moscibroda et al. [13] have studied variable-width channels
to improve network throughput by allocating spectrum to
APs (Access Points) based on their load. Similarly, Chan-
dra et al. [5] have studied variable-width channels to im-
prove a single link’s throughput and energy efficiency. Here,
we study variable-width channels for their ability to im-
prove throughput among multiple interfering transmitters
with backlogged flows (i.e., flows which always have some
data to send).

We show that, for infrastructure networks, using orthog-
onal variable-width channels on the uplink from the clients
to the AP not only achieves the optimum sum-capacity of
n concurrent transmitters predicted by Shannon’s theorem,
but also improves the aggregate throughput over any fixed-
width TDMA scheme such as CSMA or TBF by an addi-
tional Θ(log2(n)) bits/s/Hz. The intuition is that maintain-
ing the transmitters on non-overlapping channels theoreti-
cally eliminates interference, while narrowing their channel
widths allows the total transmitted power to be the sum of all
transmitters. Thus, the aggregate transmit and received pow-
ers are increased, without adding interference. We believe
that this approach also exhibit good gains for mesh networks,
though we do not discuss that setting in this paper.
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We use this intuition to develop a spectrum allocation
scheme called VWID (Variable WIDth channels). When
there aren concurrent transmissions on a given channel,
VWID attempts to split the spectrum inton non-overlapping
variable-width channels. The width of each channel is al-
located to maximize each transmitter’s throughput, sub-
ject to the constraint that no interfering transmitter receives
lower throughput than it would have with fixed-width allo-
cations. Thus, VWID provisions spectrum to reduce inter-
ference specifically, and complements MAC protocols such
as CSMA that provide additional functionality such as ACKs
and retransmissions to deal with both noise and interference.

We have implemented a VWID prototype and conducted
a preliminary evaluation on an outdoor wireless testbed con-
sisting of ten medium to long-distance links deployed in an
urban area. We configured the testbed into point-to-point and
point-to-multipoint topologies, thus representing networks
typically encountered in rural point-to-point [15] and point-
to-multipoint [16] settings. Even though our implementa-
tion is unoptimized, we find that VWID provides per-node
throughput improvements ranging from 30%–110% by pro-
visioning orthogonal variable-width channels to reduce in-
terference.

2 VARIABLE-WIDTH CHANNELS IMPROVE

THROUGHPUT

We analyze the throughput improvement produced by en-
couraging multiple concurrent transmissions using orthog-
onal variable-width channels compared to TDMA schemes
such as CSMA and Time-Based Fairness (TBF) that use
fixed-width channels. Using variable-width channels and en-
abling concurrent transmissions on these channels always in-
creases the aggregate throughput compared to using fixed-
width channels, because the total transmitted and received
powers are increased, while interference is still kept in check.
We can also address inter-node fairness by using sufficient
channel widths that guarantee that every transmitter obtains
at least the throughput it obtains under the original fixed-
width allocation.

We consider a single cell withn clients and an AP. The
AP has a single radio and antenna. Our primary result is
that providingn concurrent transmissions between the AP
and then clients using orthogonal variable-width channels,
whose width is proportional to received SINRs (signal to in-
terference plus noise), can achieve higher aggregate through-
put (by an additionalθ(log2(n)) bits/s/Hz) beyond the status
quo.

Assume that the transmissions between the the clients
and the AP are in the uplink, and that there is demand on
all n links. Consider two backlogged transmitters 1 and 2
whose signals are received with powersP1 andP2. The re-
ceiver noise power isN per Hz. If transmitter 1 alone is ac-
tive, the capacityC1 of 1, assuming a Gaussian channel, is
given by the Shannon-Hartley theorem:C1 = log2(1+ P1
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Figure 1: Achievable throughputs and the optimal capacity pentagon.

bits/s/Hz [7, 20]. Transmitter 1 can achieve any throughput
rateR1 that is less thanC1 [7, 20].

If both 1 and 2 are concurrently active, the theoretical ca-
pacity achievable by the two users simultaneously is called
the sum-capacity. It consists of all throughput rate pairs
(R1,R2) such that:

R1 < log2(1+
P1

N
) bits/s/Hz,

R2 < log2(1+
P2

N
) bits/s/Hz,

R1 +R2 < log2(1+
P1 +P2

N
) bits/s/Hz. (1)

The achievable rates boundary, called the Cover-Wyner pen-
tagon [1], is shown in Figure 1. The line segment A–B with
slope−1 represents the optimal sum-capacity and is given
by R1 + R2 = log2(1+ P1+P2

N ). The reason is that, no matter
how the two users code their transmissions, independently
or cooperatively, it is not possible for them to exceed the ca-
pacity limit that occurs when there is a single user with total
received powerP1+P2. If both transmitters send on same fre-
quencies, the rate pair at point A on the optimal sum-capacity
segment in Figure 1 can be achieved by successive interfer-
ence cancellation, in which the receiver first treats 2’s signal
as noise, recovers 1’s signal, subtracts 1’s signal from the
total signal, and finally decodes 2’s signal. Point B is vice-
versa.

If we use variable width channels for 1 and 2 such that the
total width is equal to the spectrum available to the receiver,
we achieve non-interfering throughput rates for 1 and 2 that
are given by:

R1 < α log2(1+
P1

αN
) bits/s/Hz,

R2 < (1−α) log2(1+
P2

(1−α)N
) bits/s/Hz. (2)

whereα is the fraction of the spectrum allocated to 1 (0≤
α ≤ 1). The noise term forR1 in Equation 2 is reduced by
a factorα because the signal is now confined to a narrower
band, while noise still occupies the entire band with power
N per Hz.
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Theorem 2.1. If transmitters 1 and 2 are continuously back-
logged, then the aggregate throughput achieved with vari-
able width channels is strictly higher than that with any
TDMA scheme such as CSMA or TBF.

Proof. The total rateR is given by:
R = R1 +R2

= α log2(1+
P1

αN
)+(1−α) log2(1+

P2

(1−α)N
) bits/s/Hz.

MaximizingR by setting d
dα R = 0 givesα = P1

P1+P2
, at which

valueR = log2(1+ P1+P2
N ) bits/s/Hz, which is optimal. Thus,

we achieve the optimal throughput when transmitters are as-
signed channel widths proportional to their received power
at the AP.

But no TDMA scheme, such as CSMA or TBF, is optimal
(i.e., its throughput does not lie on the A–B segment)
because TDMA only keeps one transmitter active at a time,
thereby reducing the total transmitted and received powers.
In particular, we calculate the CSMA and TBF throughputs
below.

CSMA throughput. To a first order, CSMA allows equal
number of channel accesses to nodes. The total achievable
capacity under CSMA is as follows: Transmitter 1 takes1

R1

time to send a bit, while 2 takes1R2
time to send its bit. Thus,

CSMA sends 2 bits in time1
R1

+ 1
R2

. Thus, CSMA rate is
2

1
R1

+ 1
R2

= 2R1R2
R1+R2

≤
√

R1R2 because the arithmetic mean of

two positive numbers is not smaller than the geometric mean.
SubstitutingR1 = log2(1+ P1

N ),R2 = log2(1+ P2
N ), we find

that this rate is less than the optimal rateR = log2(1+ P1+P2
N ).

Moreover, the relative performance of CSMA to optimal
can be seen to be arbitrarily bad if, say,P1 << P2, because
transmitter 1 ends up monopolizing the channel.

TBF Throughput. TBF allows equal channel access and
fares better than CSMA, but its capacity is also lower
than the optimal power-proportional variable-width alloca-
tion. This is because, in one second, transmitter 1 sends
R1 bits and transmitter 2 sendsR2 bits. So, the achieved
rate=R1+R2

2 < R = log2(1+ P1+P2
2 ), again using basic alge-

bra. In the worst case (i.e., whenP1 << P2), TDMA’s rate
is half the optimal power-proportional allocation with two
transmitters.

To obtain more insight into how concurrent transmissions
improve throughput, consider an example with two transmit-
ters t1, t2 whose SINRs at the receiver are 1 each. So,t1
andt2 achieve a throughput of log2(1+ 1) = 1 bit/s/Hz in-
dividually. When they transmit concurrently, a MAC such as
CSMA shares the channel by time-division multiplexing it,
so that each transmitter achieves a rate of 0.5 bit/s/Hz. On the
other hand, dividing the channel into two and makingt1 and
t2 transmit concurrently allows each transmitter to achieve
a throughput of1

2 log2(1 + 2) = 0.79 bit/s/Hz, as shown
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Figure 2: Throughputs of two transmitters when SINR=1.

in Figure 2. Each transmitter thus improves its throughput
by about 30%, while the aggregate throughput increases by
about 60%. Moreover, this throughput gain of variable-width
channels relative to CSMA increases both with the imbal-
ance between the received signal strengths of the concurrent
transmitters, and with the number of concurrent transmitters.
For example, ift1 is 8 times (or 9 dB) stronger thant2 (which
can happen frequently with 802.11), the throughput improve-
ment with variable-width channels increases to more than
2×.

Variable-width channels not only achieve higher through-
put than any TDMA scheme with two concurrent trans-
mitters, but we can also show that,n concurrent transmit-
ters using variable-width channels can improve their ag-
gregate throughput by an additionalθ(log2(n)) bits/s/Hz
over TDMA. The reason is that the aggregate capacity of
n transmitters using variable-width channels is log2(1+ nP

N )
bits/s/Hz, assuming that the received powersP of all trans-
mitters are equal. But TDMA schemes can only achieve a
capacity of log2(1+ P

N ) in this case. So, for largen, variable-
width channels provide an additionalθ(log2(n)) bits/s/Hz in-
crease in aggregate capacity.

3 VWID DESIGN AND IMPLEMENTATION

Using the insight that variable-width channels improve
throughput, we develop an initial version of a variable-width
channel assignment algorithm called VWID.

Our platform consists of high power Atheros 802.11a
Ubiquiti XR5 radios (600 mW) that work in the 5 GHz
spectrum. We the Ubiquiti radio driver that allows vari-
able channel widths (5, 10 and 20 MHz). While the nor-
mal 20 MHz-wide channel supports a maximum bit-rate
of 54 Mbps according to the 802.11a standard, the half-
width (i.e., 10 MHz) channel supports up to 27 Mbps,
while the quarter-width (i.e., 5 MHz) channel supports up
to 13.5 Mbps. In practice, we find that the achievable UDP
throughput for outdoor links in our testbed is about 10 Mbps,
due to interference [6] and multipath [2]. We found that both
10 MHz and 20 MHz channels attain this throughput, and
that the 5 MHz channel obtains more than 8 Mbps.

Given a chunk of spectrum and a set of mutually inter-
fering links, VWID assigns non-overlapping variable-width
(i.e., 5, 10 or 20 MHz) channels to these links so as to control
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Algorithm 3.1: ALLOCCHANNELS(InterferingLinksn)

Step 1 : Measure throughputt[i] of each linki with n interferers
Step 2 :for j← 0 to n−1

do
{

Step 3 : Measuret ′[i,c] of link i, channelc in
(n

j

)

choices
Step 4 : ift ′[i,c] < t[i] eliminate channelc

Step 5 : Return the channelc with highestt ′[i,c] for each linki

Figure 3: VWID channel selection algorithm.

interference. VWID only decreases the channel width for a
link if doing so increases its throughput, thereby maintaining
fairness. However, even with the fairness constraint, because
VWID keeps every transmitter active while controlling inter-
ference, we find that per-node throughputs are higher for all
links in many (> 90%) scenarios, although these throughputs
may be lower than those without the fairness constraint.

Our current implementation of VWID assigns variable-
width channels to links within a single 20 MHz channel.
The current best practice is to operate outdoor long-distance
point-to-point or point-to-multipoint networks on a single
channel because of spectrum scarcity, hardware limitations,
and ease of management [3, 14, 15, 16]. So, while VWID
can in principle handle any amount of spectrum, we have
only instantiated and evaluated VWID for selecting 5, 10 or
20 MHz channel widths for a link.

In addition to selecting the channel width, VWID must
also select the channel positions for 5 and 10 MHz channels
within the 20 MHz channel. For example, assigning 5 MHz
channels at 5.185 GHz and 5.195 GHz for two interfering
links might be better in practice than assigning channels at
5.185 GHz and 5.19 GHz, because the former provides more
channel separation even if neither provides perfect orthog-
onality. So, for every link, VWID considers 4 choices for
placing 5 MHz channels and 2 choices for placing 10 MHz
channels, in addition to retaining the 20 MHz channel option.
So, we have seven channel choices for each link.

VWID measures the throughput of each link for the seven
channel-width choices under interference from other inter-
fering links, and picks the channel and channel width that
provides the highest throughput for that link. While we have
shown that a power-proportional channel width allocation
is optimal (§2), since commodity cards do not report SINR
measurements accurately, we use throughput measurements.
While the worst-case complexity of VWID is 7n for n in-
terfering links, we can prune the search space because we
can reject channel widths and link combinations that violate
the fairness constraint. For example, if a 5 MHz-wide chan-
nel tested under no interference is unable to provide more
throughput than with a 20 MHz channel under interference,
we can reject it immediately from all possible combinations
with other links. Thus, in practice, VWID is efficient (for
example, it only considers 16 combinations for four interfer-
ing links used in §4). The pseudocode for VWID is shown

Figure 4: A point-to-multipoint topology configured on the outdoor testbed.

in Figure 3. We defer the study of a more efficient channel-
width assignment algorithm and its run-time dynamics such
as measurement overhead, channel allocation effectiveness
and stability for future work.

4 EVALUATION

We ran our experiments on our campus testbed, which con-
sists of 6 wireless nodes and 10 links, 8 of which ranged
from 1 km to 4 km 4, and 2 of which are co-located be-
tween different radios at P (Figure 4). Subsets of these links
interfere with one another at either end-point, and each link
interferes with at least one other link. The wireless nodes are
based on 266 MHz x86 Geode single board computers run-
ning Linux kernel 2.6.19.2. The node at P has three wireless
radios, the one at B has two radios and all the other nodes
(S, B, E and Y) have one radio each. The nodes have di-
rectional antennas of 25 dBi gain. However, because of the
relatively short distances involved, we were able to config-
ure the links into various topologies such as point-to-point
and point-to-multipoint by assigning the right transmit pow-
ers to the links. We selected a fixed bit-rate for each radio
based on the maximum sustainable throughput (i.e., without
getting disconnected after a while) across all its links.

We chose this outdoor setup because researchers have
observed that interference imposes significant limits on
achieved throughput, regardless of the supported bit-
rates [6]. We modified the base driver to give us more
control over MAC layer parameters such as disabling of
ACKs, and changing the retransmission and Clear Channel
Assessment (CCA) behavior. We experimented with vari-
ous CCA settings that regulate the backoff behavior based
on detected energy from concurrent transmissions. We dis-
abled the CCA altogether and also varied the CCA energy-
detection threshold between the card’s minimum and max-
imum values. We measured unidirectional UDP and (bidi-
rectional) TCP throughput under various CCA, ACK, and
retransmissions configurations. We present results for UDP
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Figure 5: VWID increases CSMA throughput by 30%–110%.
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throughput with and without VWID under CSMA with the
default ACKs, CCA and retransmission settings, because it
achieved the highest throughput while maintaining fairness.
While MAC configurations with CCA or ACKs switched off
provide higher throughput for stronger links, they are either
unstable or highly unfair to weaker links, so we do not con-
sider them here.

Figure 5 shows the bi-directionally averaged percentile
throughputs of one-way UDP flows across ten links as
a CDF, and Figure 6 shows the corresponding loss rates
as a CDF. Our main result is that, except for a high-
throughput local link between two radios at node B, VWID
improves throughput between 30%–110%. The highest im-
provements are for low-throughput links in low-throughput
point-multipoint networks, because they suffer most from in-
terference effects. So even modest interference relief is sig-
nificant, which is a desirable outcome. While CCA mitigates
some collisions, seven of the links have hidden terminals,
leading to collision losses. The loss rates results exhibitgood
inverse correlation with the throughput plots and confirm
that VWID controls interference and reduces losses, even if
it means assigning narrower-width but orthogonal channels.
Links in the point-multipoint topology show the biggest im-
provement, followed by point-point links. The reason is that

point-multipoint links are forced to share bandwidth if there
are not enough radios at the APs (which is the case with APs
at location P in Figure 4).

We also observed that, although TCP obtains lower
throughput than UDP, its relative gains with VWID are
higher. The reason is that the impact of reduced interfer-
ence is more significant, as in the case with point-multipoint
links in Figure 5. While we have used VWID with a CSMA
MAC because it provided the highest throughput in our
setup, our results are also applicable to new MAC proto-
cols based on TDMA [15, 17] that have been proposed
to avoid interference and provide concurrency with links
tens of kilometers long. The motivation behind these these
TDMA protocols is that nodes with multiple wireless ra-
dios operating on the same wireless channel are constrained
from transmitting on one radio while simultaneously receiv-
ing on another radio. While this scheduling eliminates colli-
sions, it forces the wireless nodes to synchronize their trans-
missions on all their outgoing links (and, similarly, recep-
tions), thus making the scheduling of links and flow alloca-
tion more difficult [14]. We found that VWID creates more
non-overlapping variable-width channels that relieves this
scheduling pressure.

5 RELATED WORK

Current networks use either interference suppression on a
packet-by-packet basis using MAC protocols [10, 14, 15, 16,
19, 21], or cope with interference using interference cancel-
lation and related techniques such as interference subtrac-
tion, interference alignment and ZigZag decoding [4, 7, 8,
11, 18, 20, 22]. We have introduced the idea of interference
control as a potential practical alternative, in which multiple
transmitters operate concurrently, but take precautions to en-
sure they do not interfere with one another significantly. We
use variable-width channels to achieve interference control,
and ensure their orthogonality to avoid interference further.

While commodity hardware has supported variable-width
channels out of necessity of narrow-width operation outside
the unlicensed bands, this potential seems to have been rec-
ognized only recently. Moscibroda et al. [13] have used them
for adjusting an AP’s channel width based on load, while
Chandra et al. [5] have examined their properties in detail
for the single-link case. We complement them by examining
interference control using variable-width channels. As newer
standards such as 802.11-2007 mandate narrow-width chan-
nels even in unlicensed bands, we can expect more commod-
ity hardware to offer variable-width channel support.

6 CONCLUSIONS AND FUTURE WORK

We have shown that maintaining high concurrency by keep-
ing multiple transmitters active concurrently, while control-
ling interference, increases the total system power with-
out increasing interference, and hence increases aggregate
throughput. We have examined the theoretical and practi-
cal potential of controlling interference using variable-width
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channels. We have developed and implemented a prelimi-
nary channel allocation algorithm called VWID based on in-
sights from a theoretical analysis of infrastructure networks.
We evaluated VWID on a small campus testbed of outdoor
links configured into point-to-point and point-to-multipoint
topologies, and observed up to 2x throughput improvements
with narrower-width but orthogonal channels that reduce in-
terference, and, consequently, packet losses.

Our analysis and evaluation of variable-width channels are
by no means complete, and point to several pieces of fu-
ture work. First, while we believe our analysis extends to
mesh networks, we would like to characterize the capac-
ity region of mesh networks with variable-width channels.
Further, our current VWID algorithm is simplistic, in that it
uses a brute-force algorithm that has exponential worst-case
complexity. We are currently enlarging the campus testbed
and deploying VWID to carry real Internet traffic to resi-
dential users. We also plan to deploy VWID in wireless net-
works used in developing regions that we have access to,
and learn more about the strengths and weaknesses of in-
terference control. Also, in an accompanying paper [9], we
study throughput improvement strategies for bursty traffic
using spread-spectrum codes, and we plan to extend them
to variable-width frequencies.
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